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#### Abstract

We explore the precision of neural timing in a model neural system with $n$ identical input neurons whose firing time in response to stimulation is chosen from a density $f$. These input neurons stimulate a target cell which fires when it receives $m$ hits within $\varepsilon$ msec. We prove that the density of the firing time of the target cell converges as $\varepsilon \rightarrow 0$ to the input density $f$ raised to the $m$ th and normalized. We give conditions for convergence of the density in $L^{1}$, pointwise, and uniformly as well as conditions for the convergence of the standard deviations. © 2004 Elsevier Inc. All rights reserved.
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## 1. Introduction

Coincidence detection, in which a neuron (or group of neurons) fires only when it receives two or more inputs almost simultaneously, has long been thought to play an important role in the central nervous system [1,4,7-10] And, recently, coincidence detection has been proposed as the mechanism that creates "precise timers" in the auditory brainstem $[1,2,5,12,13]$. These cells fire a single action potential, if they fire at all, at a precise time delay after the onset of a sound. Under repeated trials with the same sound, the standard deviation of the time delay in these precise timers is typically 0.1 msec and can be as low as 0.03 msec . This is very surprising since all the information processed by these neurons
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Fig. 1. Schematic of the model.
comes from the auditory nerve in which the time delays of individual fibers show standard deviations of approximately 1 msec under repeated trials. For further references and discussion of the biological background, see [14].

We formulate the question of the improvement of standard deviation by coincidence detection as follows. Imagine $n$ identical input neurons each of which sends a projection of equal length to a target cell (see Fig. 1). In response to a stimulus each of the input neurons sends a signal after a time delay selected independently from a density $f$. The target cell fires, if it fires at all, at the first time that it received $m$ inputs in the previous $\varepsilon \mathrm{msec}$. We denote the random variable for the time of firing (conditioned on success) by $T_{m, n, \varepsilon, f}$, its density by $g_{m, n, \varepsilon, f}$ and its standard deviation by $\sigma_{m, n, \varepsilon, f}$. The mathematical question is to determine the behavior of $\sigma_{m, n, \varepsilon, f}$ (and $g_{m, n, \varepsilon, f}$ ) as a function of $n, m, \varepsilon$, and $f$.

In [14] it was shown using Monte Carlo simulations that the dependence of $\sigma_{n, m, \varepsilon, f}$ on $\varepsilon$ and $m$ is complex and often counter-intuitive. For example, one might expect that as $\varepsilon$ increases, the timing would become less accurate, i.e., $\sigma_{n, m, \varepsilon, f}$ would be an increasing function of $\varepsilon$. In some cases, this is what was observed (for example, $n=10, m=2$, $f$ is exponential). On the other hand, for the same $f$ and $n$ but with $m=8, \sigma_{m, n, \varepsilon, f}$ is a decreasing function of $\varepsilon$ and with $m=5, \sigma_{n, m, \varepsilon, f}$ is non-monotone and has a peak at an intermediate value of $\varepsilon$. Similarly, one might expect that as $m$ increases, $\sigma_{n, m, \varepsilon, f}$ would decrease. In fact, for most choices of parameters, $\sigma_{n, m, \varepsilon, f}$ is a non-monotone function of $m$. A scaling argument showed that it is sufficient to consider $f$ with standard deviation equal to 1 msec .

This paper is devoted entirely to the mathematical issues involved in the small $\varepsilon$ limit. Specifically, the purpose of this paper is to prove that the density $g_{m, n, \varepsilon, f}$ of $T_{m, n, \varepsilon, f}$ converges to the input density $f$ raised to the $m$ th power and normalized as $\varepsilon \rightarrow 0$. $L^{1}$ is the most natural type of convergence since the normalization requires division by a constant multiple of the $L^{1}$ norm of $g_{m, n, \varepsilon, f}$. We begin with the lemmas used in the $L^{1}$ proof in Section 2, then prove $L^{1}$ convergence in Section 3. Lastly, in Section 4, we address other
types of convergence under additional hypothesis; most notably we give conditions for the convergence of the standard deviation.

## 2. Lemmas for the $L^{1}$ proof

We begin with five lemmas which will be used in the $L^{1}$ proof given in Section 3. The first lemma allows us to consider the relevant limit without normalizing the densities. Lemma 2 is essentially set theoretic and is used to estimate the key integrals which have as limits of integration a minimum of two variables. Lemmas 3-5 introduce and give properties of the bounded linear transformation $J_{\varepsilon}$, which appears repeatedly.

Lemma 1. Let $\left\{f_{\varepsilon}\right\}$ be a parametrized family of non-negative $L^{1}$ functions with $\left\|f_{\varepsilon}\right\|_{1}>0$. Let $f_{\varepsilon} \rightarrow f$ in $L^{1}$ as $\varepsilon \rightarrow 0$ where $f$ is also in $L^{1}$ with $\|f\|_{1}>0$. Then,

$$
\frac{f_{\varepsilon}}{\int f_{\varepsilon}} \xrightarrow{L^{1}} \frac{f}{\int f} \quad \text { as } \varepsilon \rightarrow 0
$$

Proof. Given $\gamma$, pick $\delta$ so that $\delta \leqslant \frac{\gamma \int f}{2+\gamma}$. Then, by the $L^{1}$ convergence of $f_{\varepsilon}$, we can choose $\alpha$ so that

$$
\left|\int f_{\varepsilon}-\int f\right| \leqslant \int\left|f_{\varepsilon}-f\right| \leqslant \delta
$$

for all $\varepsilon \leqslant \alpha$. Therefore,

$$
\frac{f_{\varepsilon}}{\int f_{\varepsilon}}-\frac{f}{\int f} \leqslant \frac{f_{\varepsilon}\left(\frac{\int f-\delta}{\int f}+\frac{\delta}{\int f}\right)}{\int f-\delta}-\frac{f}{\int f}=\frac{f_{\varepsilon}-f}{\int f}+\frac{\delta f_{\varepsilon}}{\int f\left(\int f-\delta\right)}
$$

and, similarly

$$
\frac{f_{\varepsilon}}{\int f_{\varepsilon}}-\frac{f}{\int f} \geqslant \frac{f_{\varepsilon}-f}{\int f}-\frac{\delta f_{\varepsilon}}{\int f\left(\int f-\delta\right)}
$$

So

$$
\left|\frac{f_{\varepsilon}}{\int f_{\varepsilon}}-\frac{f}{\int f}\right| \leqslant \frac{\left|f_{\varepsilon}-f\right|}{\int f}+\frac{\delta f_{\varepsilon}}{\int f\left(\int f-\delta\right)}
$$

Taking the integral of both sides gives

$$
\left\|\frac{f_{\varepsilon}}{\int f_{\varepsilon}}-\frac{f}{\int f}\right\|_{1} \leqslant \gamma
$$

for all $\varepsilon \leqslant \alpha$ which proves the lemma.
Lemma 2. We will denote the minimum of two numbers $a$ and $b$ by $a \vee b$. Let $f$ be an integrable function on $R^{k-l+1}$, and let $k \geqslant l$, then

$$
\begin{aligned}
& \int_{-\infty}^{x_{k}} \int_{-\infty}^{x_{k-1}} \cdots \int_{-\infty}^{x_{l+1}} \int_{-\infty}^{x_{l} \vee x_{k}-\varepsilon} f\left(x_{l-1}, \ldots, x_{k-1}\right) d x_{l-1} \cdots d x_{k-1} \\
& =\int_{-\infty}^{x_{k}} \int_{-\infty}^{x_{k-1}} \cdots \int_{-\infty}^{x_{l+1}} \int_{-\infty}^{x_{l}} f\left(x_{l-1}, \ldots, x_{k-1}\right) d x_{l-1} \cdots d x_{k-1} \\
& \quad-\int_{x_{k}-\varepsilon}^{x_{k}} \int_{x_{k}-\varepsilon}^{x_{k-1}} \cdots \int_{x_{k}-\varepsilon}^{x_{l+1}} \int_{x_{k}-\varepsilon}^{x_{l}} f\left(x_{l-1}, \ldots, x_{k-1}\right) d x_{l-1} \cdots d x_{k-1}
\end{aligned}
$$

Proof. Let $A, B$, and $C$ be the sets in $R^{j-i+1}$ :

$$
\begin{aligned}
A & =\left\{x_{l-1}<x_{l}<\cdots<x_{k-1}<x_{k}\right\}, \\
B & =\left\{x_{l-1}<x_{l} \vee x_{k}-\varepsilon, x_{l}<x_{l+1}<\cdots<x_{k-1}<x_{k}\right\}, \\
C & =\left\{x_{k}-\varepsilon \leqslant x_{l-1}<x_{l}<\cdots<x_{k-1}<x_{k}\right\} .
\end{aligned}
$$

Then, the lemma can be rewritten

$$
\int_{B}=\int_{A}-\int_{C}
$$

We therefore need only prove that $A=B \cup C$ and that $B$ and $C$ are disjoint.

$$
\begin{aligned}
A & =A \cap\left(\left\{x_{l-1}<x_{k}-\varepsilon\right\} \cup\left\{x_{l-1} \geqslant x_{k}-\varepsilon\right\}\right) \\
& =\left(A \cap\left\{x_{l-1}<x_{k}-\varepsilon\right\}\right) \cup\left(A \cap\left\{x_{l-1} \geqslant x_{k}-\varepsilon\right\}\right) \\
& =B \cup C .
\end{aligned}
$$

Since $\left\{x_{l}<x_{k}-\varepsilon\right\}$ and $\left\{x_{l} \geqslant x_{k}-\varepsilon\right\}$ are disjoint, their intersections with $A$ are also disjoint. Therefore $B$ and $C$ are disjoint.

Lemma 3. Let $f$ be a function in $L^{r}, 1 \leqslant r \leqslant \infty$, and let $J_{\varepsilon}$ be the operator from $L^{r}$ to $L^{r}$ given by $\left(J_{\varepsilon} f\right)(x)=j_{\varepsilon} * f$ where $j_{\varepsilon}$ is $\frac{1}{\varepsilon}$ for $0 \leqslant x \leqslant \varepsilon$ and zero otherwise. Then for $1 \leqslant i \leqslant r<\infty$,

$$
\left\|J_{\varepsilon} f\right\|_{r} \leqslant\|f\|_{r} \quad \text { and } \quad\left|\int f(x)^{i}\left(J_{\varepsilon} f\right)(x)^{r-i} d x\right| \leqslant\|f\|_{r}^{r} \text {. }
$$

Proof. Young's inequality [16] shows that $\left\|J_{\varepsilon} f\right\|_{r} \leqslant\left\|j_{\varepsilon}\right\|_{1}\|f\|_{r} \leqslant\|f\|_{r}$ and Hölder's inequality proves the second inequality.

Lemma 4. Let $f$ be a density and $F$ its cumulative distribution. Then, for $n \geqslant 0$, $J_{\varepsilon}\left(F^{n} f\right) \leqslant F^{n} J_{\varepsilon} f$.

Proof. $\left(J_{\varepsilon} F^{n} f\right)(x) \leqslant \frac{1}{\varepsilon} \int_{x-\varepsilon}^{x} F^{n}(x) f(y) d y=F^{n}(x) J_{\varepsilon} f(x)$.

Lemma 5. Let $f$ be a density. Then:
(a) If $f \in L^{r}, 1 \leqslant r<\infty$, then $J_{\varepsilon} f \rightarrow f$ in $L^{r}$.
(b) If $f$ is left continuous, then $J_{\varepsilon} f \rightarrow f$ pointwise.
(c) If $f$ is uniformly continuous, the $J_{\varepsilon} f \rightarrow f$ uniformly.

Proof. Parts (a) and (c) are proved in [6]. To prove (b), we let $F$ be the cumulative distribution of $f$. Then by the mean value theorem, for each $x$,

$$
\left(J_{\varepsilon} f\right)(x)=\frac{F(x)-F(x-\varepsilon)}{\varepsilon}=f(x-\tilde{\varepsilon}(x))
$$

where $0<\tilde{\varepsilon}(x)<\varepsilon$. By left-continuity $f(x-\tilde{\varepsilon}(x)) \rightarrow f(x)$ pointwise as $\varepsilon \rightarrow 0$.

## 3. $L^{1}$ convergence

Let $Y_{1}, Y_{2}, \ldots, Y_{n}$ be the independent, identically distributed firing times of the $n$ input neurons, i.e., each of the $Y_{i}$ s has density $f$. It is more useful, however, to consider the ordered inputs known as order statistics. Let $X_{i}$ be the $i$ th order statistic, i.e., the random variable which is the $i$ th smallest of the $Y_{i}$ s. A symmetry argument (for an introduction to order statistics, see [3]) shows that the joint density of the order statistics is given by

$$
\begin{equation*}
f_{1,2, \ldots, n: n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \equiv n!f\left(x_{1}\right) f\left(x_{2}\right) \ldots f\left(x_{n}\right) \chi_{\left\{x_{1}<x_{2}<\cdots<x_{n}\right\}} . \tag{1}
\end{equation*}
$$

In terms of the order statistics, $T_{m, n, \varepsilon, f}$ is conditioned on success in triggering a response, i.e., on $A_{\varepsilon}:=\left\{i: X_{i}-X_{i-m+1} \leqslant \varepsilon\right\} \neq \emptyset$. Therefore, we define

$$
T_{m, n, \varepsilon, f}:=\min _{i \in A_{\varepsilon}}\left(X_{i}\right)
$$

In the course of the $L^{1}$ proof we take the additional time to find explicit bounds on the error terms because these will be helpful in proving the other types of convergence addressed in Section 4.

Theorem 1. Let $f$ be a density and let $f \in L^{m+1}$, then

$$
g_{m, n, \varepsilon, f} \xrightarrow{L^{1}} \frac{f^{m}}{\int f^{m}} \quad \text { as } \varepsilon \rightarrow 0
$$

Throughout the proof we will refer to the five lemmas stated and proved in Section 2. In this section, $m, n$, and $f$ are fixed, so for simplicity of notation we will denote $T_{m, n, \varepsilon, f}$ by $T_{\varepsilon}$ and $g_{m, n, \varepsilon, f}$ by $g_{\varepsilon}$. Note however that $m, n$, and $f$ do play a strong role in the proof. In fact, it is the elimination of the dependence on $n$ which makes the proof difficult and it is the specific characteristics of the density $f$ which determine the type of convergence.

Proof of Theorem 1. Let $f_{\left\{X_{i} \mid T_{\varepsilon}=X_{i}\right\}}(x)$ denote the conditional density of $X_{i}$ given that $T_{\varepsilon}=X_{i}$ and let $P_{i}$ be the probability that $T_{\varepsilon}=X_{i}$. The density $g_{\varepsilon}$ of $T_{\varepsilon}$ is the normalized sum from $i=m$ to $n$ of these conditional densities,

$$
\begin{equation*}
g_{\varepsilon}(x)=\frac{\sum_{i=m}^{n} f_{\left\{X_{i} \mid T_{\varepsilon}=X_{i}\right\}}(x) P_{i}}{P(\text { success })}, \tag{2}
\end{equation*}
$$

where $P$ (success) $=P\left(A_{\varepsilon} \neq \emptyset\right)$. Using the joint density of the $X_{i} \mathrm{~s}$ (1), we can compute $f_{\left\{X_{i} \mid T_{\varepsilon}=X_{i}\right\}}(x)$ by integrating over the appropriate event,

$$
\begin{align*}
& f_{\left\{X_{i} \mid T_{\varepsilon}=X_{i}\right\}}(x) \\
& \quad=\frac{1}{P_{i}} \int_{\substack{ \\
\left\{T_{\varepsilon}=X_{i}=x\right\}}}^{f_{12, \ldots, n}\left(x_{1}, x_{2}, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_{n}\right) d x_{1} \cdots d x_{i-1} d x_{i+1} \cdots d x_{n} .} \tag{3}
\end{align*}
$$

If $T_{\varepsilon}=X_{i}=x$, then the first $i-m$ variables are sufficiently spread out to insure that $i$ is the smallest element of $A_{\varepsilon}$. This means that for all $j$ less than $i$ (and of course $j \geqslant m$ ) $X_{j}-X_{j-m+1}$ must be greater than $\varepsilon$. If we let $k=j-m+1$ we see that this is equivalent to the condition $X_{k}<X_{k+m-1}-\varepsilon$, where $k=1, \ldots, i-m$. The variables $x_{i-m+1}, \ldots, x_{i-1}$ are the $m-1$ inputs within $\varepsilon$ of $x$ and the last $n-i$ variables are greater than $x$. Then,

$$
\begin{align*}
f_{\left\{X_{i} \mid T_{\varepsilon}=X_{i}\right\}}(x)= & \frac{1}{P_{i}} n!f(x) \int_{\Omega_{1}} f\left(x_{n}\right) \cdots f\left(x_{i+1}\right) \int_{\Omega_{2}} f\left(x_{i-1}\right) \cdots f\left(x_{i-m+1}\right) \\
& \times \int_{\Omega_{3}} f\left(x_{i-m}\right) \cdots f\left(x_{1}\right) d x_{1} \cdots d x_{i-1} d x_{i+1} \cdots d x_{n}, \tag{4}
\end{align*}
$$

where $\Omega_{1}, \Omega_{2}$, and $\Omega_{3}$ are the sets

$$
\begin{aligned}
& \Omega_{1}=\left\{x<x_{i+1}<\cdots<x_{n}\right\}, \\
& \Omega_{2}=\left\{x-\varepsilon<x_{i-m+1}<\cdots<x_{i-1}<x\right\}, \\
& \Omega_{3}=\left\{x_{1}<\cdots<x_{i-m} \text { and } x_{k}<x_{k+m-1}-\varepsilon \text { for } k=1, \ldots, i-m\right\} .
\end{aligned}
$$

The upper limit of integration for $x_{k}$, where $1 \leqslant k \leqslant i-m$, is therefore the minimum of $x_{k+1}$ and $x_{k+m-1}-\varepsilon$ which we denote $x_{k+1} \vee x_{k+m-1}-\varepsilon$ (we will call these mins). We can now write the integral over the first $i-m$ variables as follows:

$$
\begin{align*}
h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right)= & \int_{\Omega_{3}} f\left(x_{i-m}\right) \cdots f\left(x_{1}\right) d x_{1} \cdots d x_{i-m} \\
= & \int_{-\infty}^{x_{i-1}-\varepsilon} f\left(x_{i-m}\right) \int_{-\infty}^{x_{i-m} \vee x_{i-2}-\varepsilon} f\left(x_{i-m-1}\right) \cdots \\
& \times \int_{-\infty}^{x_{2} \vee x_{m}-\varepsilon} f\left(x_{1}\right) d x_{1} \cdots d x_{i-m} \tag{5}
\end{align*}
$$

The upper limit on the first integral is simply $x_{i-1}-\varepsilon$ since $x_{i-m+1}$ will be in $[x-\varepsilon, x]$ which implies that $x_{i-m+1} \vee x_{i-1}-\varepsilon=x_{i-1}-\varepsilon$. The integral over the next $m-1$ variables is given by

$$
\begin{align*}
I_{i}(x) & =\int_{\Omega_{2}} f\left(x_{i-1}\right) \cdots f\left(x_{i-m+1}\right) h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right) d x_{i-m+1} \cdots d x_{i-1} \\
& =\int_{x-\varepsilon}^{x} f\left(x_{i-1}\right) \cdots \int_{x-\varepsilon}^{x_{i-m+2}} f\left(x_{i-m+1}\right) h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right) d x_{i-m+1} \cdots d x_{i-1} \tag{6}
\end{align*}
$$

Lastly, since $I_{i}(x)$ does not depend on $x_{i}+1, \ldots, x_{n}$, it can be pulled out of the integral (4) to give

$$
\begin{align*}
f_{\left\{X_{i} \mid T_{\varepsilon}=X_{i}\right\}}(x) & =\frac{1}{P_{i}} n!f(x) I_{i}(x) \int_{\Omega_{1}} f\left(x_{n}\right) \cdots f\left(x_{i+1}\right) d x_{i+1} \cdots d x_{n} \\
& =\frac{1}{P_{i}} n!f(x) I_{i}(x) \frac{(1-F(x))^{n-i}}{(n-i)!} \tag{7}
\end{align*}
$$

where $F(x)$ is the cumulative distribution function of the $Y_{i}$ s. Using (7) and multiplying the numerator and denominator by the convenient factor $\frac{(m-1)!}{\varepsilon^{m-1}} \frac{(n-m)!}{n!}$, formula (2) becomes

$$
\begin{equation*}
g_{\varepsilon}=\frac{f(x) \sum_{i=m}^{n}(n-m)!\frac{(1-F(x))^{n-i}}{(n-i)!} \frac{(m-1)!}{\varepsilon^{m-1}} I_{i}(x)}{P_{\varepsilon}} \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
P_{\varepsilon} & =\frac{(m-1)!}{\varepsilon^{m-1}}(n-m)!P(\text { success }) \\
& =\frac{(m-1)!}{\varepsilon^{m-1}}(n-m)!\int f(x) \sum_{i=m}^{n} \frac{(1-F(x))^{n-i}}{(n-i)!} I_{i}(x) d x .
\end{aligned}
$$

By Lemma 1, it suffices to show convergence of the un-normalized functions $P_{\varepsilon} g_{\varepsilon} \xrightarrow{L^{1}} f^{m}$.
If we could replace $\frac{(m-1)!}{\varepsilon^{m-1}} I_{i}(x)$ with $\frac{F(x)^{i-m}}{(i-m)!} f(x)^{m-1}$ in Eq. (8), then the binomial theorem would give us precisely $P_{\varepsilon} g_{\varepsilon}=f^{m}$. We therefore proceed to show that $\frac{(m-1)!}{\varepsilon^{m-1}} I_{i}(x)$ is approximately $\frac{F(x)^{i-m}}{(i-m)!} f(x)^{m-1}$ for each $m \leqslant i \leqslant n$ and to obtain explicit bounds on the errors. This is the heart of the proof since the integrals $I_{i}$ and the errors depend on $n$ but the limit does not.

The case $i=m$ is simple,

$$
\begin{aligned}
\frac{(m-1)!}{\varepsilon^{m-1}} I_{m}(x) & =\frac{(m-1)!}{\varepsilon^{m-1}} \int_{x-\varepsilon}^{x} f\left(x_{i-1}\right) \cdots \int_{x-\varepsilon}^{x_{i-m+2}} f\left(x_{i-m+1}\right) d x_{i-m+1} \cdots d x_{i-1} \\
& =\frac{(F(x)-F(x-\varepsilon))^{m-1}}{\varepsilon^{m-1}}=\left(J_{\varepsilon} f\right)(x)^{m-1}
\end{aligned}
$$

where $J_{\varepsilon} f=\frac{1}{\varepsilon}(F(x)-F(x-\varepsilon))$.
For $i>m$, we must find estimates of $h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right)$. Since each of the variables $x_{i-1}, \ldots, x_{i-m+1}$ in $h$ is near $x$ in the integral $I_{i}$, we need to show that $h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right)$ is approximately $h(x, \ldots, x, \varepsilon)$. Subtracting the integrals and using the positivity of $f$, for $x-\varepsilon \leqslant x_{j} \leqslant x$ we have

$$
\begin{aligned}
& \left|h\left(x_{i-1}, \ldots, x, \ldots, x_{i-m+1}, \varepsilon\right)-h\left(x_{i-1}, \ldots, x_{j}, \ldots, x_{i-m+1}, \varepsilon\right)\right| \\
& \quad \leqslant \int_{-\infty}^{x_{i-1}-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{x_{j-m+3} \vee x_{j+1}-\varepsilon} f\left(x_{j-m+2}\right) \\
& \quad \times \int_{x_{j-m+2} \vee x_{j}-\varepsilon}^{x_{j-m+2} \vee x-\varepsilon} f\left(x_{j-m+1}\right) \frac{F\left(x_{j-m+1}\right)^{j-m}}{(j-m)!} \\
& \quad \leqslant \int_{-\infty}^{x_{i-1}-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{x_{j-m+3} \vee x_{j+1}-\varepsilon} f\left(x_{j-m+2}\right) \frac{F\left(x_{j-m+2}\right)^{j-m}}{(j-m)!} \varepsilon\left(J_{\varepsilon} f\right)(x-\varepsilon) \\
& \quad=\varepsilon\left(J_{\varepsilon} f\right)(x-\varepsilon) \frac{F\left(x_{i-1}-\varepsilon\right)^{i-m-1}}{(i-m-1)!} .
\end{aligned}
$$

Applying the triangle inequality with each of the variables $x_{i-m+1}, \ldots, x_{i-1}$ in $[x-\varepsilon, x]$ gives the estimate

$$
\begin{equation*}
\left|h(x, \ldots, x, \varepsilon)-h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right)\right| \leqslant \varepsilon(m-1)\left(J_{\varepsilon} f\right)(x-\varepsilon) \frac{F(x)^{i-m-1}}{(i-m-1)!} \tag{9}
\end{equation*}
$$

If $m<i<2 m$, then we can compute $h(x, \ldots, x, \varepsilon)$ explicitly:

$$
\begin{align*}
h(x, \ldots, x, \varepsilon) & =\int_{-\infty}^{x-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{x_{3} \vee x-\varepsilon} f\left(x_{2}\right) \int_{-\infty}^{x_{2} \vee x-\varepsilon} f\left(x_{1}\right) d x_{1} \cdots d x_{i-m} \\
& =\int_{-\infty}^{x-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{x_{3}} f\left(x_{2}\right) \int_{-\infty}^{x_{2}} f\left(x_{1}\right) d x_{1} \cdots d x_{i-m} \\
& =\frac{F(x-\varepsilon)^{i-m}}{(i-m)!} . \tag{10}
\end{align*}
$$

If $i \geqslant 2 m$, we shall show that $h(x, \ldots, x, \varepsilon)$ is approximately $\frac{F(x-\varepsilon)^{i-m}}{(i-m)!}$. Above, we were able to remove all of the mins from the limits of integration. In this case there are more than $m-1$ variables so only the last $m-1$ mins can be removed yielding

$$
\begin{aligned}
h(x, \ldots, x, \varepsilon)= & \int_{-\infty}^{x-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{x_{i-2 m+3}} f\left(x_{i-2 m+2}\right) \int_{-\infty}^{x_{i-2 m+2} \vee x_{i-m}-\varepsilon} f\left(x_{i-2 m+1}\right) \\
& \cdots \int_{-\infty}^{x_{2} \vee x_{m}-\varepsilon} f\left(x_{1}\right) d x_{1} \cdots d x_{i-m} .
\end{aligned}
$$

Lemma 2 shows how to take an iterated integral with a min in the upper limit of the first variable and change it to a similar iterated integral without the min by subtracting an error term. Applying Lemma 2 repeatedly, we have

$$
h(x, \ldots, x, \varepsilon)=\frac{F(x-\varepsilon)^{i-m}}{(i-m)!}-\sum_{j=0}^{i-2 m} e_{j}
$$

We must now estimate these error terms. In the formation of the $j$ th error term, we have used Lemma 2 with $k=i-m-j$ and $l=i-2 m-j+2$. Therefore, the $j$ th error term is given by

$$
\begin{aligned}
e_{j}= & \int_{-\infty}^{x-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{x_{i-m-j+1}} f\left(x_{i-m-j}\right) \int_{x_{i-m-j}-\varepsilon}^{x_{i-m-j}} f\left(x_{i-m-j-1}\right) \\
& \cdots \int_{x_{i-m-j}-\varepsilon}^{x_{i-2 m+2-j}} f\left(x_{i-2 m+1-j}\right) \quad \int_{-\infty}^{x_{i-2 m+1-j} \vee x_{i-m-1-j}-\varepsilon} f\left(x_{i-2 m-j}\right) \cdots \int_{-\infty}^{x_{2} \vee x_{m}-\varepsilon} f\left(x_{1}\right) .
\end{aligned}
$$

Using the positivity of $f$, and applying Lemma 3 which bounds $\int f\left(J_{\varepsilon} f\right)^{m-1}$ by $\|f\|_{m}^{m}$, we have

$$
\begin{aligned}
e_{j} & \leqslant \frac{F(x)^{i-2 m-j}}{(i-2 m-j)!} \frac{\varepsilon^{m-1}}{(m-1)!} \int_{-\infty}^{x-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{x_{i-m-j+1}} f\left(x_{i-m-j}\right)\left(J_{\varepsilon} f\right)\left(x_{i-m-j}\right)^{m-1} \\
& \leqslant \frac{F(x)^{i-2 m-j}}{(i-2 m-j)!} \frac{\varepsilon^{m-1}}{(m-1)!} \int_{-\infty}^{x-\varepsilon} f\left(x_{i-m}\right) \cdots \int_{-\infty}^{\infty} f\left(x_{i-m-j}\right)\left(J_{\varepsilon} f\right)\left(x_{i-m-j}\right)^{m-1} \\
& =\frac{F(x)^{i-2 m}}{j!(i-2 m-j)!} \frac{\varepsilon^{m-1}}{(m-1)!}\|f\|_{m}^{m} .
\end{aligned}
$$

Note that this estimate depends on the fact that $f \in L^{m}$ (by interpolation, since $f \in$ $\left.L^{m+1} \cap L^{1}[15]\right)$. Summing these estimates and using the binomial theorem, we have that for $i \geqslant 2 m$,

$$
\begin{equation*}
\left|h(x, \ldots, x, \varepsilon)-\frac{F(x-\varepsilon)^{i-m}}{(i-m)!}\right|=\sum_{j=0}^{i-2 m} e_{j} \leqslant \frac{\varepsilon^{m-1}}{(m-1)!}\|f\|_{m}^{m} \frac{(2 F(x))^{i-2 m}}{(i-2 m)!} \tag{11}
\end{equation*}
$$

Now we can estimate $I_{i}(x)$. In the integral for $I_{i}(x)$ given in (6) we replace $h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right)$ with

$$
\begin{aligned}
& \frac{F(x)^{i-m}}{(i-m)!}+\left(h\left(x_{i-1}, \ldots, x_{i-m+1}, \varepsilon\right)-h(x, \ldots, x, \varepsilon)\right) \\
& \quad+\left(h(x, \ldots, x, \varepsilon)-\frac{F(x-\varepsilon)^{i-m}}{(i-m)!}\right)+\left(\frac{F(x-\varepsilon)^{i-m}}{(i-m)!}-\frac{F(x)^{i-m}}{(i-m)!}\right)
\end{aligned}
$$

giving rise to

$$
\begin{equation*}
\frac{(m-1)!}{\varepsilon^{m-1}} I_{i}(x)=\frac{F(x)^{i-m}}{(i-m)!}\left(J_{\varepsilon} f\right)(x)^{m-1}+E_{1}+E_{2}+E_{3} \tag{12}
\end{equation*}
$$

From (9),

$$
\begin{equation*}
\left|E_{1}\right| \leqslant \varepsilon(m-1)\left(J_{\varepsilon} f\right)(x-\varepsilon) \frac{F(x)^{i-m-1}}{(i-m-1)!}\left(J_{\varepsilon} f\right)(x)^{m-1} \tag{13}
\end{equation*}
$$

If $m<i<2 m, E_{2}=0$ by (10) and if $i \geqslant 2 m$, we use (11) to obtain

$$
\begin{equation*}
\left|E_{2}\right| \leqslant \frac{\varepsilon^{m-1}}{(m-1)!}\|f\|_{m}^{m} \frac{(2 F(x))^{i-2 m}}{(i-2 m)!}\left(J_{\varepsilon} f\right)(x)^{m-1} \tag{14}
\end{equation*}
$$

Finally, Lemma 4 shows that

$$
\begin{equation*}
\left|E_{3}\right|=\varepsilon \frac{\left(J_{\varepsilon}\left(F^{i-m-1} f\right)\right)(x)}{(i-m-1)!}\left(J_{\varepsilon} f\right)(x)^{m-1} \leqslant \varepsilon \frac{F(x)^{i-m-1}}{(i-m-1)!}\left(J_{\varepsilon} f\right)(x)^{m} . \tag{15}
\end{equation*}
$$

Summing (12) over $i$ and using the binomial theorem yields

$$
\begin{align*}
P_{\varepsilon} g_{\varepsilon}(x)= & f(x) \sum_{i=m}^{n}(n-m)!\frac{(1-F(x))^{n-i}}{(n-i)!} \\
& \times\left(\frac{F(x)^{i-m}}{(i-m)!}\left(J_{\varepsilon} f\right)(x)^{m-1}+E_{1}+E_{2}+E_{3}\right) \\
= & f(x)\left(J_{\varepsilon} f\right)(x)^{m-1}+\tilde{E}_{1}+\tilde{E}_{2}+\tilde{E}_{3} \tag{16}
\end{align*}
$$

where

$$
\begin{align*}
& \left|\tilde{E}_{1}\right| \leqslant \varepsilon(n-m) f(x)(m-1)\left(J_{\varepsilon} f\right)(x)^{m-1}\left(J_{\varepsilon} f\right)(x-\varepsilon), \\
& \left|\tilde{E}_{2}\right| \leqslant f(x) \frac{\varepsilon^{m-1}}{(m-1)!}\left(J_{\varepsilon} f\right)(x)^{m-1}\|f\|_{m}^{m}(n-m)!\frac{(2)^{n-2 m}}{(n-2 m)!}, \\
& \left|\tilde{E}_{3}\right| \leqslant \varepsilon(n-m) f(x)\left(J_{\varepsilon} f\right)(x)^{m} . \tag{17}
\end{align*}
$$

We can now estimate

$$
\begin{align*}
& \int\left|P_{\varepsilon} g_{\varepsilon}(x)-f(x)^{m}\right| \\
& \quad \leqslant \int f(x)\left|\left(J_{\varepsilon} f\right)(x)^{m-1}-f(x)^{m-1}\right|+\left\|\tilde{E}_{1}\right\|_{1}+\left\|\tilde{E}_{2}\right\|_{1}+\left\|\tilde{E}_{3}\right\|_{1} \\
& \quad \leqslant(m-1)\left\|J_{\varepsilon} f-f\right\|_{m}\|f\|_{m}^{m-1}+\varepsilon m(n-m)\|f\|_{m+1}^{m+1} \\
& \quad+\frac{\varepsilon^{m-1}}{(m-1)!}(n-m)!\frac{2^{n-2 m}}{(n-2 m)!}\|f\|_{m}^{2 m} \tag{18}
\end{align*}
$$

where we have used Lemma 3 and Hölder's inequality to bound the first term and Lemma 3 to bound the error terms. By Lemma 5, $J_{\varepsilon} f \rightarrow f$ in $L^{m}$. Therefore, Eq. (18) implies that $P_{\varepsilon} g_{\varepsilon}(x) \rightarrow f(x)^{m}$ in $L^{1}$ and the result follows from Lemma 1.

## 4. Other types of convergence

In Section 3, we proved that the density $g_{m, n, \varepsilon, f}$ of the random variable $T_{m, n, \varepsilon, f}$ converges in $L^{1}$ to the limiting density $\frac{f^{m}}{\int f^{m}}$. In this section we extend Lemma 1 to include other types of convergence and state additional hypotheses on $f$ required to obtain other forms of convergence of the densities. We then discuss convergence of the standard deviation $\sigma_{m, n, \varepsilon, f}$.

Lemma 6. Let B be a Banach space of measurable functions. Let $\|$.$\| denote the norm on$ B. Let $\left\{f_{\varepsilon}\right\}$ be a parametrized family of non-negative functions in $L^{1} \cap B$ with non-zero $L^{1}$ norm. Suppose that $f_{\varepsilon} \rightarrow f$ as $\varepsilon \rightarrow 0$ in $L^{1}$ and in the norm $\|$.$\| and that \|f\|<\infty$ and $\|f\|_{1}>0$. Then,

$$
\frac{f_{\varepsilon}}{\int f_{\varepsilon}} \rightarrow \frac{f}{\int f}
$$

as $\varepsilon \rightarrow 0$ in $L^{1}$ and in the norm $\|$.$\| .$
Proof. Given $\gamma>0$, we can pick $\delta \leqslant \frac{\gamma\left(\int f\right)^{2}}{(1+\gamma) \int f+\|f\|}$. Then choose $\alpha_{1}$ so that $\mid \int f-$ $\int f_{\varepsilon_{1}} \mid \leqslant \delta$ for all $\varepsilon_{1} \leqslant \alpha_{1}$ and choose $\alpha_{2}$ so that $\left\|f-f_{\varepsilon_{2}}\right\| \leqslant \delta$ for all $\varepsilon_{2} \leqslant \alpha_{2}$. Let $\alpha=\min \left(\alpha_{1}, \alpha_{2}\right)$. Then, using the same trick as in Lemma 1, for all $\varepsilon \leqslant \alpha$,

$$
\left\|\frac{f_{\varepsilon}(x)}{\int f_{\varepsilon}}-\frac{f(x)}{\int f}\right\| \leqslant \frac{\delta}{\int f}\left(1+\frac{\|f\|+\delta}{\int f-\delta}\right) \leqslant \gamma .
$$

Corollary 1. If, in addition to the hypothesis of Theorem 1, $f$ is left-continuous, then

$$
g_{m, n, \varepsilon, f} \longrightarrow \frac{f^{m}}{\int f^{m}} \quad \text { pointwise as } \varepsilon \rightarrow 0
$$

Proof. Since $f$ is left-continuous, Lemma 5(b) states that $J_{\varepsilon} f \rightarrow f$ pointwise. Therefore, Eqs. (16) and (17) imply that $P_{\varepsilon} g_{m, n, \varepsilon}(x) \rightarrow f(x)^{m}$ pointwise. For each $x$ we let $\|f\|_{x}=$ $|f(x)|$ be a norm on the set of equivalence classes of left-continuous $L^{1}$ functions where $f$ is equivalent to $g$ if $f(x)=g(x)$. Then Lemma 6 implies that for each $x, g_{m, n, \varepsilon, f}(x) \rightarrow$ $\frac{f^{m}(x)}{\int f^{m}}$.

Corollary 2. If, in addition to the hypothesis of Theorem 1, $f$ is uniformly continuous, then

$$
g_{m, n, \varepsilon, f} \longrightarrow \frac{f^{m}}{\int f^{m}} \quad \text { uniformly as } \varepsilon \rightarrow 0
$$

Proof. Since $f$ is uniformly continuous Lemma 5(c) states that $J_{\varepsilon} f \rightarrow f$ uniformly. Therefore, Eqs. (16) and (17) imply that $P_{\varepsilon} g_{m, n, \varepsilon}(x) \rightarrow f(x)^{m}$ uniformly. One can easily show that if $f$ is uniformly continuous and integrable, then $f$ is bounded and the hypotheses of Lemma 6 are satisfied. Therefore the convergence of $g_{m, n, \varepsilon, f}$ is also uniform.

We now turn our attention to the convergence of the standard deviation. If $f$ and $\frac{f^{m}}{\int f^{m}}$ have finite standard deviation we wish to show that the standard deviation of $T_{m, n, \varepsilon, f}$ converges to the standard deviation of $\frac{f^{m}}{\int f^{m}}$. We use the weighted $L^{p}$ spaces, $L^{p, k}$, where $f \in L^{p, k}$ if and only if

$$
\|f\|_{p, k} \equiv\left(\int\left(1+x^{2}\right)^{k}|f(x)|^{p} d x\right)^{1 / p}<\infty
$$

We begin with three lemmas. The first states that in order to have convergence of the standard deviations we need only show convergence in $L^{1,1}$. The second shows that $J_{\varepsilon}$ is a bounded operator on $L^{p, 1}$. And the third shows that $J_{\varepsilon} f \xrightarrow{L^{p, 1}} f$.

Lemma 7. Let $f$ be a density in $L^{1,1}$ and let $\left\{f_{n}\right\}$ be a sequence of densities such that $f_{n} \rightarrow f$ in $L_{1,1}$. Then the standard deviations of the $f_{n}$ s converge to the standard deviation of $f$.

The proof of Lemma 7 is elementary and is omitted.
Lemma 8. $J_{\varepsilon}$ is a bounded linear operator on $L^{p, 1}, 1 \leqslant p<\infty$, with $\left\|J_{\varepsilon}\right\| \leqslant(1+\varepsilon)^{2 / p}$.
Proof. Let $f \in L^{p, 1}$ and let $f_{y}(x)=f(x-y)$. Then, using the definition of $J_{\varepsilon}$ and Hölder's inequality,

$$
\begin{equation*}
\left\|J_{\varepsilon} f\right\|_{p, 1}^{p}=\int\left(1+x^{2}\right)\left(J_{\varepsilon} f\right)(x)^{p} d x \leqslant \int j_{\varepsilon}(y)\left\|J_{\varepsilon} f\right\|_{p, 1}^{p-1}\left\|f_{y}\right\|_{p, 1} d y . \tag{19}
\end{equation*}
$$

Where we can estimate $\left\|f_{y}\right\|_{p, 1}$, using the change of variables $t=x-y$, as follows:

$$
\begin{align*}
\left\|f_{y}\right\|_{p, 1}^{p} & =\int\left(1+t^{2}\right)|f(t)|^{p} d t+\int 2 t y|f(t)|^{p} d t+\int y^{2}|f(t)|^{p} d t \\
& \leqslant(1+y)^{2}\|f\|_{p, 1}^{p} \tag{20}
\end{align*}
$$

Plugging back into Eq. (19) gives

$$
\left\|J_{\varepsilon} f\right\|_{p, 1}^{p} \leqslant\left\|J_{\varepsilon} f\right\|_{p, 1}^{p-1}\|f\|_{p, 1} \int(1+y)^{2 / p} j_{\varepsilon}(y) d y \leqslant\left\|J_{\varepsilon} f\right\|_{p, 1}^{p-1}\|f\|_{p, 1}(1+\varepsilon)^{2 / p}
$$

and therefore $\left\|J_{\varepsilon} f\right\|_{p, 1} \leqslant(1+\varepsilon)^{2 / p}\|f\|_{p, 1}$.
Lemma 9. If $f \in L^{p, 1}$, then $J_{\varepsilon} f \xrightarrow{L^{p, 1}} f$.
Proof. Let $f_{n}(x)=f(x)$ if $|x| \leqslant n$ and 0 otherwise. Since $f \in L^{p, 1}$, we can pick $n$ so that $\left\|f-f_{n}\right\|_{p, 1}$ is arbitrarily small and it is sufficient to show that $\left\|J_{\varepsilon} f_{n}-f_{n}\right\|_{p, 1} \rightarrow 0$ as $\varepsilon \rightarrow 0$,

$$
\left\|J_{\varepsilon} f_{n}-f_{n}\right\|_{p, 1}^{p}=\int\left(1+x^{2}\right)\left|J_{\varepsilon} f_{n}-f_{n}\right|^{p} \leqslant\left(1+(n+\varepsilon)^{2}\right)\left\|J_{\varepsilon} f-f\right\|_{p}^{p}
$$

which can be made arbitrarily small by Lemma 5(a).

Theorem 2. If, in addition to the hypotheses of Theorem 1, we require that $f \in L^{m+1,1}$, then the standard deviation of $T_{\varepsilon}$, converges to the standard deviation of $\frac{f^{m}}{\int f^{m}}$ as $\varepsilon \rightarrow 0$.

Proof. By Lemmas 6 and 7, it is sufficient to show that $P_{\varepsilon} g_{\varepsilon} \rightarrow f^{m}$ in $L^{1,1}$. By (16),

$$
\left\|P_{\varepsilon} g_{m, n, \varepsilon, f}-f^{m}\right\|_{1,1} \leqslant\left\|f\left(J_{\varepsilon} f\right)^{m-1}-f^{m}\right\|_{1,1}+\left\|\tilde{E}_{1}\right\|_{1,1}+\left\|\tilde{E}_{2}\right\|_{1,1}+\left\|\tilde{E}_{3}\right\|_{1,1}
$$

We estimate the first term using Hölder's inequality and the bound on $J_{\varepsilon}$ proven in Lemma 8,

$$
\begin{aligned}
\left\|f\left(J_{\varepsilon} f\right)^{m-1}-f^{m}\right\|_{1,1} \leqslant & \|f\|_{m, 1}\left\|J_{\varepsilon} f-f\right\|_{m, 1}\left(\left\|J_{\varepsilon} f\right\|_{m, 1}^{m-2}+\left\|J_{\varepsilon} f\right\|_{m, 1}^{m-3}\|f\|_{m, 1}\right. \\
& \left.+\cdots+\|f\|_{m, 1}^{m-2}\right) \\
\leqslant & (1+\varepsilon)^{2}(m-1)\|f\|_{m, 1}^{m-1}\left\|J_{\varepsilon} f-f\right\|_{m, 1}
\end{aligned}
$$

Since $f \in L^{m, 1}$ by interpolation, Lemma 9 applies and $\left\|J_{\varepsilon} f-f\right\|_{m, 1} \rightarrow 0$. Lastly we estimate $\left\|\tilde{E}_{1}\right\|_{1,1},\left\|\tilde{E}_{2}\right\|_{1,1}$, and $\left\|\tilde{E}_{3}\right\|_{1,1}$ using the bounds on these error terms from Eq. (17) and the bound on $J_{\varepsilon}$ proven in Lemma 8. For $\tilde{E}_{1}$ we must also use Eq. (20) with $y=\varepsilon$,

$$
\begin{aligned}
\left\|\tilde{E}_{1}\right\|_{1,1} & \leqslant \varepsilon(n-m)(m-1)\|f\|_{m+1,1}\left\|J_{\varepsilon} f\right\|_{m+1,1}^{m-1}\left\|\left(J_{\varepsilon} f\right)(x-\varepsilon)\right\|_{m+1,1} \\
& \leqslant \varepsilon(n-m)(m-1)(1+\varepsilon)^{2}\|f\|_{m+1,1}^{m+1}, \\
\left\|\tilde{E}_{2}\right\|_{1,1} & \leqslant \frac{\varepsilon^{m-1}}{(m-1)!}(n-m)!\frac{2^{n-2 m}}{(n-2 m)!}(1+\varepsilon)^{2}\|f\|_{m}^{m}\|f\|_{m, 1}^{m}, \\
\left\|\tilde{E}_{3}\right\|_{1,1} & \leqslant \varepsilon(n-m)(1+\varepsilon)^{2}\|f\|_{m+1,1}^{m+1} .
\end{aligned}
$$

Therefore $P_{\varepsilon} g_{m, n, \varepsilon, f} \rightarrow f^{m}$ in $L^{1,1}$. Lemma 6 implies that the normalized densities also converge in $L^{1,1}$, so Lemma 7 applies and the standard deviations converge.

Note that the convergence of the standard deviation required a special type of convergence of the density functions and does not imply convergence in mean or in mean square of the underlying random variables. We have only discussed the convergence of the densities because each of the random variables, $T_{m, n, \varepsilon, f}$ is on a different probability space. Since the outputs are conditioned on the target cell firing, the sample space of $T_{m, n, \varepsilon, f}$ is the set of input firing times which will elicit a response. If we think of the input firing times as a vector in $R^{n}$, then the sample space is the subset of $R^{n}$ with at least $m$ of the entries within $\varepsilon$ of each other. Therefore, although we have given conditions for several types of convergence of the densities, we have not claimed any type of convergence of the random variables. In fact, it only makes sense to talk about the convergence of the random variables in distribution which follows easily from Theorem 1.

## 5. Discussion

The limiting behavior for $\varepsilon$ small is important because it gives a simple expression for the output density $g_{m, n, \varepsilon, f}$ in terms of the input density $f$. However, as $\varepsilon \rightarrow 0$ the
probability that the target cell will fire also goes to 0 . This means that the actual neural system can not operate at $\varepsilon=0$. If $\varepsilon$ is small, however, we can estimate $g_{m, n, \varepsilon, f}$ and $\sigma_{m, n, \varepsilon, f}$ by $g_{m, n, 0, f}$ and $\sigma_{m, n, 0, f}$ and the error can be bounded using the explicit bounds given. We can also compute the first asymptotic correction in $\varepsilon$ for both the density $g_{m, n, \varepsilon, f}$ and its standard deviation $\sigma_{m, n, \varepsilon, f}$ [11].

As an example, we will compare $g_{\varepsilon}$ and its small $\varepsilon$ limit in the special case $n=3, m=2$ and the input density $f$ is exponential. In this case we can compute the density $g_{\varepsilon}$ and the standard deviation $\sigma_{\varepsilon}$ explicitly. Using Eq. (8), we have

$$
P_{\varepsilon} g_{\varepsilon}= \begin{cases}0, & \text { for } x<0 \\ \frac{6}{\varepsilon} e^{-2 x}\left(1-e^{-x}\right), & 0 \leqslant x<\varepsilon \\ \frac{6}{\varepsilon}\left(\frac{1}{2} e^{-\varepsilon} e^{-x}-e^{-2 x}+e^{-3 x}\left(\frac{3}{2} e^{\varepsilon}-1\right)\right), & \varepsilon \leqslant x<2 \varepsilon, \\ \frac{6}{\varepsilon}\left(e^{-2 x}\left(e^{\varepsilon}-1\right)+e^{-3 x}\left(\frac{3}{2} e^{\varepsilon}-1-\frac{1}{2} e^{3 \varepsilon}\right)\right), & x \geqslant 2 \varepsilon\end{cases}
$$

Integrating this expression gives the value of $P_{\varepsilon}$,

$$
P_{\varepsilon}=\frac{e^{3 \varepsilon}-1}{\varepsilon e^{3 \varepsilon}}
$$

We can divide both sides of the equation by $P_{\varepsilon}$ to get an explicit formula for the density $g_{\varepsilon}(x)$. Note that this value of $P_{\varepsilon}$ corresponds to a probability of success of $\left(1-e^{-3 \varepsilon}\right)$. Figure 2 shows this density for several values of $\varepsilon$. One can see that as $\varepsilon$ decreases, the densities approach the limiting density.

We can further compute the mean and standard deviation in the standard way

$$
\mu_{\varepsilon}=\frac{1}{\left(e^{3 \varepsilon}-1\right)}\left[\frac{5}{6} e^{3 \varepsilon}+e^{\varepsilon}-\frac{11}{6}-2 \varepsilon\right]
$$

and


Fig. 2. The density $g_{\varepsilon}$ for several values of $\varepsilon$. One can see the densities approaching the limiting density $2 e^{-2 x}$ (labeled as $\varepsilon=0$ ).


Fig. 3. The standard deviation $\sigma_{\varepsilon}$ as a function of $\varepsilon$. The curve labeled "approximation" is the first asymptotic correction to the limit.

$$
\begin{align*}
\sigma_{\varepsilon}^{2}= & \frac{1}{\left(e^{3 \varepsilon}-1\right)^{2}}\left[\frac{13}{36} e^{6 \varepsilon}+e^{4 \varepsilon}(2+2 \varepsilon)+e^{3 \varepsilon}\left(-\frac{49}{18}-4 \varepsilon-4 \varepsilon^{2}\right)\right. \\
& \left.-e^{2 \varepsilon}+2 \varepsilon e^{\varepsilon}+\frac{49}{36}\right] \tag{21}
\end{align*}
$$

Taking a square root gives the standard deviation $\sigma_{\varepsilon}$. One can see that although explicit calculation of the density and standard deviation are possible in this simple case, it is still rather tedious. This is one reason that understanding the limits is important for cases where computing the density is either impossible or impractical. Figure 3 shows the standard deviation as a function of $\varepsilon$. In addition we have included the first asymptotic correction

$$
\sigma_{\varepsilon}=\frac{1}{2}+\frac{1}{9} \varepsilon+O\left(\varepsilon^{2}\right)
$$

which can be computed either from the formula given in [11] or from Eq. (21).
In [14], four example input densities were used: uniform, normal, exponential and hat (an upside down v with the peak at zero). All four of these densities satisfy the conditions for convergence in $L^{1}$ and for convergence of their standard deviations as $\varepsilon \rightarrow 0$. In addition, the four densities can all be made left-continuous to give pointwise convergence. However, only the normal and the hat are uniformly continuous and so only their densities converge uniformly.

Much work remains to be done in the mathematical question formulated in the introduction. We would like to prove theorems about the qualitative behavior of $\sigma_{m, n, \varepsilon, f}$ as a function of $m$ and $\varepsilon$. For biological applications (in which $n$ and $m$ are often large), it would be useful to explore the limit $n \rightarrow \infty, m \rightarrow \infty$, with the ratio $m / n$ fixed. Finally, it is also important to consider independent but non-identically distributed inputs.
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