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Motivation: LLMs Provide Additional Information 

• LLMs are trained on a wide variety of 
corpora

• They have general information about a 
wide variety of topics if prompted 
correctly

• Simple text encoders like BERT are 
not equipped with such vast knowledge 
and thus cannot add additional 
information to the knowledge that is 
already present
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Problem Formulation
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Overall Framework
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•The steps denoted by red arrows are performed separately than the steps denoted by black arrows

•Data Extraction: Constructs visit-level data and progress notes for each individual visit

•The progress notes are sequentially inputted to the frozen LLM to generate summaries-> embeddings 

via Clinical Longformer [1] -> GRU gives overall embedding

[1] Li, Yikuan, et al. "Clinical-longformer and clinical-bigbird: Transformers for long clinical sequences." arXiv preprint arXiv:2201.11838 (2022).



Data Extraction

For each visit, extract the following tabular visit information from EHR:

• Age

• Gender

• Length of Stay

• Body Mass Index (BMI)

• Glasgow Coma Scale Scores:

• Eye

• Motor

• Verbal

• Vital sign values from Blood Culture:

• Albumin

• Bicarbonate

• Bilirubin

• BUN

• Chloride

• Creatinine

• Glucose

• Haemoglobin, etc.
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LLM Information Extraction 

• Extract all Clinical Progress Notes by 
physicians sequentially for each visit

• For each note in the sequence:

• Generate LLM Summary from the note

• Pre-process the generated summary

• Get embedding of the pre-processed 
summary

• The sequence of embeddings are the 
inputs for the GRU
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LLM Summary Example
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Dataset

• Used MIMIC-III EHR Dataset:

• Only used information about the patients who were admitted to the ICU

• Stayed there for more than 2 days for each admission to the ICU

• Additionally, there were 2,083,180 clinical notes are broadly divided into 15 
categories:

• Only consider those clinical notes under the category ‘Physician’ and the subcategories 
‘Physician Resident Progress Note’ and ‘Physician Attending Progress Note’

• 53,321 and 17,771 clinical notes were under the sub-categories ‘Physician Resident 
Progress Note’ and `Physician Attending Progress Note’ respectively
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Application 1: ICU Bounceback Prediction

• Utilize information from the patient's current ICU visit to predict whether a patient is at 
risk of being transferred back to the ICU after discharge

• Binary Classification Problem:

• Instance: Features obtained for the current ICU visit

• Label: Binary indicator of whether the patient gets readmitted to the ICU during the current 
hospital visit

• Evaluation Metrics: ROC-AUC, AUPRC

• Label Distribution:
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Class Count

Negative 2703

Positive 137

Total 2840



Application 2: ICU LOS Prediction

• Predict the total length of stay (LOS) for each patient visit in the ICU 

• Multi-Class Classification Problem:

• Between 2-4 days: low

• Between 4-7 days: medium

• 7 days and above: high

• Evaluation Metrics: Macro F-1 score, AUPRC

• Label Distribution:
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Class Count

Low 1437

Medium 674

High 729

Total 2840



Models

The models used in the study were as follows:

• BASE: Uses only the visit level features to make predictions (no notes)

• NOTES: Directly uses the clinical note embeddings and the visit level features to 
make predictions

• LLAMA3: The LLM used to create summaries is LLAMA3-8B[1]

• MedLLAMA: The LLM used to create summaries is a fine-tuned version of 
LLAMA3-8B[2]

• LLAMA3-Meerkat: The summaries uses a fine-tuned version of LLAMA3-8B on a 
synthetic dataset consisting of high-quality chain-of-thought reasoning paths 
sourced from 18 medical textbooks, along with diverse instruction-following 
datasets[3]    
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[1] https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md

[2] https://huggingface.co/johnsnowlabs/JSL-MedLlama-3-8B-v2.0
[3] Kim, Hyunjae, et al. "Small language models learn enhanced reasoning skills from medical textbooks." arXiv preprint arXiv:2404.00376 (2024).

https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://huggingface.co/johnsnowlabs/JSL-MedLlama-3-8B-v2.0


Performance of models on 2 Applications

• NOTES and LLAMA models have clear gain over BASE

• LLAMA models outperform NOTES in both Applications:

• Fine-tuning may not always be beneficial, as indicated by the comparison between LLAMA3 
and MedLLAMA in ICU Bounceback Prediction

• For LOS prediction, LLAMA3-Meerkat is the best-performing LLM in terms of Macro-F-1 
score. However, LLAMA3 and MedLLAMA cannot outperform NOTES in terms of Macro F-1 
score. Evaluating the models on the AUPRC metric shows that LLAMA models have clear 
performance gain over NOTES 

• Although LLAMA3 was not explicitly pre-trained to cover medical text, it performs 
competitively compared to the fine-tuned variants for both the tasks
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Analyzing Similarities in LLM Generations

• We wanted to compare the diversity of medical topics in the texts

• We concatenated all the clinical notes/ LLM summaries throughout a visit

• We then used the biomedical Named-Entity Recognition (NER) pipeline from ScispaCy 
to extract relevant medical terms from the texts

• Used Jaccard Score to compare the similarity of terms appearing across the text
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Case Study: Manual verification of LLM Summaries

• We wanted to manually inspect if LLM summaries are beneficial than notes

• Selected patient with HADM ID (hospital admission ID) 164300 and SUBJECT ID 
28941

• Considered physician progress notes from visits spanning between 2144-09-22 
10:50:36 to 2144-09-24 12:07:56 and 2144-10-13 13:18:03 to 2144-10-21 
16:00:55
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Future Directions

• Fine-tuning a model may be a very tricky option:

• May not generalize to all tasks

• There is a chance that fine-tuning data may be recovered from the LLM

• Retrieval Augmented Generation (RAG) methods may be a good step forward
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