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Abstract

Hierarchical structure is an accepted default way to define ANN struc-
ture. This structure can be described using different methods, mathe-
matical tools, software and/or hardware realization. In this article, we
are proposing ANN decomposition into hidden and output sub networks.
To build this kind of learning algorithm, information is exchanged between
sub networks level and coordinator level in every iteration. Learning co-
efficients are tuned in every iteration. The main coordination task is to
choose the coordination parameters in order to minimize both the global
target function and all local target functions. In each iteration their values
should decrease in asymptotic way to achieve the minimum. In this arti-
cle, learning algorithms using forecasting of sub networks connectedness
is studied.

1 Introduction

Many ANN structures are in practice. The most popular among them is the
one with Forward Connections having complete or semi-complete set of weight
coefficients. For special needs, ANNs with Forward Cross Connections and
Back Connections are used. The full structure of ANN is depicted on Fig.1.
To describe the structure, independent of the ANN complexity, partition of
layers are used and these partitions are the input layer, one or more hidden
layers, and the output layer. Input layer connects ANN with external world
(environment) and performs initial processing, calibration or filtering of input
data. The hidden layers are used for data processing.

In most common structures, hidden layers include more neurons than in-
put layer and they use non-linear activation function. The output layer, which
sums all signals from hidden layers, uses two types of activation functions: lin-
ear activation function for approximation tasks and nonlinear sigmoid or tanth
activation functions for classification tasks. In this paper, to avoid confusion
regarding the number of layers, only the hidden layers and the output layer are
included. The concept of layers in ANN structures reflects the silent assump-
tion that ANN structures are hierarchical. Taking this into account as a very
important feature of ANN, new description could be created to characterize
networks.

1



Figure 1: Scheme of the full ANN structure.

1.1 Abstract description of ANN

To analyze ANN structure, verbal description is used so as to help everybody
understand how ANN is built. For more detailed analysis, mathematical de-
scription using algebraic and/or differential equations is required. Based on
these descriptions, ANNs are then implemented by a computer program. So, to
achieve complete description of ANN, concepts and models from different fields
of science and technology have to be used.

Figure 2: ANN stratification description.

Every model uses its own set of variables and terminology in different ab-
stract level. To describe and understand how a particular ANN works, some
hierarchical set of abstract concepts are used. To separate these concepts from
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the layer description, a new name is used [15] – stratification of ANN into ab-
stract stratum (Fig.2.). For such a hierarchical description, each level should be
as independent as possible. Using this definition we can state that:

• the selection of strata, in terms of which an ANN is described, depends
on the scientist, their target and needs;

• the concepts in which every stratum is described should be as independent
as possible;

• one can comprehensively understand how an ANN works, moving down
the strata hierarchy;

• a stratified description implies reduction in information, moving up the
strata hierarchy.

The input set X and the output set Y can be represented as Cartesian
products. It is assumed that two families of sets are given:

X = X1 ×X2 × ....×Xns (1)

Y = Y1 × Y2 × ...× Yns (2)

Where:
ns -the number of strata in which one describes an ANN structure.
If concepts in which every stratum is described are fully independent, the ANN
stratification can be described as:

ANNi : Xi → Yi (3)

Where: i = 1, 2...ns

1.2 Calculation complexity or decision taking.

For multi-layered ANN hidden layers and output layer can be sectioned off. Ev-
ery layer has own output vector that is an input vector of the next layer, vi
i = 1, 2, ...n. Both hidden layers and output layer can be described as sub - net-
works. “n” defines the total number of sub networks. ANN logic decomposition
depends on layers separated by establishment of extra output vectors vi, where
i = 1, 2, ...n. Now the network consists of the set of sub- networks, for each of
which local target function is defined by Φ = (Φ1,Φ2, ...Φn).

Similar to ANN structure decomposition, learning algorithm using error back
propagation can be decomposed as well. (Fig.3.). We can sort out:

• The first level task in which the minimum of the local target functions Φi
i = 1, 2, ...n is searched.

• The second level task which has to coordinate the all first level tasks.

In learning algorithms constructed this way, there is a set of optimization
tasks on the first level. The goal of these optimization tasks is to find the
minimum value of target function Φ. Unfortunately these are non-linear tasks
without constrains. In practice, standard procedures to solve these problems

3



Figure 3: ANN decomposition.

exist. But in two level learning algorithm structure, coordinator is not responsi-
ble for solving the global task. Coordinator is only obliged to calculate the value
of coordination parameters γ = (γ1, γ2, . . . γn) for every task on the first level.
The first level tasks have to use the coordination parameters value searching for
the solution. It is an iterative process. Coordinator, in every iteration cycle,
receives new values of feedback parameters ε = (ε1, ε2 . . . εn) from the first level
tasks. Using this information coordinator has to make new decisions – calculate
the new coordination parameters value. These procedures could be relatively
complicated and in the most situations they happen to be non–gradient proce-
dures. In the hierarchical learning algorithm, target functions can be defined
as:

• Global target function Ψ,

• Set of local target functions for every sub network Φi where i = 1, 2, ...n,

• Coordinator target function Ω.

According to [15][2], solution of the primary task depends on the minimum
global target function Ψ. The first level tasks should be built in a way that
when all the first level tasks are solved, the final solution must be achieved –
the minimum of the global target function. This kind of stratified structure is
known as level hierarchy [15].

To summarize we conclude:

• Complexity of the problem increases from the first level to the second.
Coordinator needs more time to solve its own tasks.

• Coordination tasks could be non–parametric procedures. To study dy-
namics of changing target functions value Φ, coordinator should have the
ability to change ( or changing) learning parameters in the first level tasks.
As stressed above all the first level task are non–linear and have to be
solved using iterative procedures.
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• For different tasks, characteristic of ANN learning processes could be dif-
ferent . Coordinator studying feedback information from the first level
tasks should have the ability to change all parameters in the both coordi-
nator and the first level procedures.

2 Decomposition and coordination of ANN learn-
ing algorithm

Let us take two layered ANN with one hidden layer and output layer using
full internal forward connections into account. Let us assume that this network
does not have Cross Forward and Back Connections. These kind of networks can
be used for both approximation and classification tasks. According to concept
introduced above this ANN can be described by using two strata.

2.1 Verbal description of Structure. Stratum 2.

Aforementioned ANN with full forward connection contains one hidden layer.
In this layer connections between input vector X and output vector V 1 are
represented by matrix W1. All matrix coefficients are defined. Connections in
the output layer are defined by matrix W2. Matrices connect input vector V 1
and output vector Y . In this matrix all weight coefficient are defined. Number
of input neurons is defined by vector X which has dimensionality of N0. In the
same way, number of neurons in the output layer is defined by vector Y which
has dimensionality of N2.Number of neurons in the hidden layers, N1, depends
on complexity of problem. Usually N1 > N0, so data is not compressed in the
first layer. Based on the description introduced above, ANN could be set up as
hierarchical level structure (Fig.4).In the first level, two local target functions,
Φ1 for the first sub-network and Φ2 for the second sub-network, are defined.
On the second level, coordinator is established. Its main goal is to coordinate
all the first level tasks and to achieve the minimum of the global target function
Ψ. For the coordinator, two functions G and H are defined which transforms
coordination signals (V 21, V 12) and feedback signals (V 1, V 2). At the same
time, coordinator should have the ability to change value of learning coefficients
α1 and γ2 by using transformation functions h1(Φ1,Φ2) and h2(Φ1,Φ2) (Fig.4.).

2.2 Mathematical description of structure of ANN.
Stratum 1

In the decomposed ANN structure, we can defined the next target functions:

• Global target function Ψ. For all epoch:

Ψ(W1,W2, X, Y ) =

N2∑
k=1

Np∑
p=1

Ψp
k =

1

2

N2∑
k=1

Np∑
p=1

(ypk − z
p
k)2 (4)

Where:
Y [1 : N2, 1 : Np] - ANN output value,
Z[1 : N2, 1 : Np] - teaching data,
N2 - number of output neurons,
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Figure 4: Coordination scheme

Np- dimensionality of training set.
Ψp

k- global target function for ”k” output of the second sub-network and
pth element of training set.

• Local target functions for all epoch:

ε1 = Φ1(W1, X, V 21) =

N1∑
i=1

Np∑
p=1

φ1pi =
1

2

N1∑
i=1

Np∑
p=1

(v1pi − v21pi )2 (5)

where:
V 1, V 2[1 : N1, 1 : Np] - coordination matrices,
N1 - number of hidden neurons,
N0 - number of input neurons.
Φ1pi - local target function for ”i” output of the first sub-network and pth

element of training set.

v1pi = f(upi ) (6)

upi =

N0∑
j=0

W1ij · xpj (7)

ε2 = Φ2(W2, V 12, V 2) =

N2∑
i=1

Np∑
p=1

Φ2pk =
1

2

N2∑
i=1

Np∑
p=1

(v2pk − z
p
k)2 (8)

v2pk = f(epk) (9)

epk =

N2∑
i=0

W2ki · v12pi (10)
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Where:
f - sigmoid function,
i = 1, 2...N1 k = 1, 2, ..N2,
Φ2pk- local target function for ”k” output of the second sub-network and
pth element of training set.

On the first level two minimization task Φ1 and Φ2 have to be solved. These
target functions have additive structures. Both could be divided into N1 and
N2 sub-tasks respectively. This can be used to build programming procedures
using appropriate programming language. So, we can formulate N1 sub-tasks

minΦ1 = min

N1∑
i=1

φ1i =

N1∑
i=1

Np∑
p=1

(f [

N0∑
j=0

W1ij · xpj ]− v21pi )2 (11)

∂Φ1

∂W1ij
=

Np∑
p=1

(v1pi − v21pi ) · ∂f
∂ui
· xpj (12)

W1ij(n+ 1) = W1ij − α1 · ∂Φ1

∂W1ij
(13)

For i = 1, 2, ...N1 j = 0, 1, 2...N0

Φ1i-local target function for ”i” output of the first sub-network and for whole
training set.

In the same way can be formulated N2 sub-tasks

minΦ2 = min

N2∑
k=1

φ2k =

N2∑
k=1

Np∑
p=1

(f [

N1∑
i=0

W2ki · v12pi ]− zpk)2 (14)

∂Φ2

∂W2ki
=

Np∑
p=1

(v2pk − z
p
k) · ∂f

∂ek
· v12pi (15)

∂Φ2

∂v12i
=

N2∑
k=1

Np∑
p=1

(v2pk − z
p
k) · ∂f

∂ek
·W2ki (16)

W2ki(n+ 1) = W2ki(n)− α2 · ∂Φ2

∂W2ki
(17)

For k = 1, 2, ....N2 i = 0, 1, 2, .....N − 1
Φ2k-local target function for ”k” output of the second sub-network and for whole
training set.

2.3 Coordination description

The primary ANN structure was decoupled into the ”N” sub-network. Every
sub-network has its own target function – the minimum of the sum of the square
error – and it is not fully independent. They are connected by interfaces in
both directions: forward and backward. These interactions of sub-processes are
the prime reason for the existence of conflict known as the intra-level conflict.
Solving its own task, a sub-process cannot ignore the optimization decision to
be taken by other sub-processes. Only the coordinator can resolve the conflict.
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The coordinator should have the ability to influence the interaction between
processes. This can be done using different methods. In [15], three principles
are defined:

• Interaction Prediction. The coordination input may involve a prediction
of the interface input.

• Interaction Decoupling. Each first-level sub-system is introduced into the
solution of its own task and can treat the interface input as an additional
decision variable to be free. This means that sub-systems are completely
decoupled.

• Interaction Estimation. The coordinator specifies the ranges of interface
inputs over which they may vary.

To solve the coordination problem, the Interaction Decoupling principle was
selected. The coordinator can be described as :

Ω(Φ1,Φ2, V 1, V 2, V 12, V 21) (18)

Which relates to the forward and backward interfaces. If Ω is a vector function,
then:

V 12 = ω1(V 1) (19)

V 21 = ω1(V 2,Φ2) (20)

For a simple coordination structure, one can define:

V 12 = λ2 · V 1 (21)

V 21(n+ 1) = V 21(n)− γ2 · ∂Φ2

∂V 12
(22)

The coordinator and the first-level sub-processes work simultaneously. The in-
formation is exchanged between the first and the second levels. The first level
tasks calculate control parameters and send them to coordinator. Additionally,
in every iteration, coordinator analyzes the local target functions φ1i(n) and
φ2k(n). This information is necessary to calculate the new vector value V 21.
At the same time, coordinator should have the ability to interfere in learning
process by selecting new value of learning parameters α1, α2, γ2. Coordinator
can calculate the value of target function by itself using data sent to it by
the first level. We should stress that values of the target function change dra-
matically during the learning process. We observed that values of φ1i(n) and
φ2k(n) changed significantly during several hundred iterations. At the same,
during learning process the values of the target functions can increase to a large
value and then decrease drastically. This process explains that ANN, at the
beginning of the learning process, has to attune the weight coefficients of the
W1 matrix. In the next step both Φ1 and Φ2 target functions change their
value in an asymptotic way to achieve their minimum. This means that weight
coefficients for both W1 and W2 matrices are near the stable values and only
small corrections are pursued. So, coordinator should study not only the target
functions but also their dynamic changing process.
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3 Example

In this example the main dynamic characteristics of the learning process are
shown. The stress is made on the characteristic of the first level local target
functions Φ1 and Φ2. The structure of ANN is simple and can be described as
ANN(3-5-1). This mean that ANN includes 3 input neurons, 5 neurons in hidden
layer, and 1 output neuron. Sigmoid activation functions are implemented in
both hidden and output layers. Three arguments of XOR function is fed as
input data. So, every epoch includes 8 vectors. Changing different learning
parameters as α1, α2, γ2, β1, β2 dynamic characteristics have been studied.

Figure 5: Target functions value for α1 = 0.3, α2 = 0.05, γ2 = 0.5

In the second part of the test, the simple adaptive coordination algorithm
was used. Fig.5. shows how the two target functions Φ1 and Φ2 changed their
value during learning process ( iterations’ number). The quality of dynamic
processes is different for these two target functions. The function Φ2 represents
the second local target function ( output layer). This process is smooth. This
means that during the learning process the value of Φ2 decreases in a uniform
way to the minimum value. Midway through the process, its value decreases
very slowly. This is correlated with the first target function Φ1 ( hidden layer).
From start to 3700 iterations target function Φ1increased its value. Two local
maximum in 1000 iterations and 3700 iterations are observed. After that, both
Φ1 and Φ2 functions decrease their value and in the asymptotic way to achieve
the minimum.

As we stressed in previous sections, hidden layer can be divide into 5 sub-
networks. Fig.6. shows the outputs of the three sub-networks (φ11, φ13, φ14).
The quality of dynamic characteristics are the same, but maximum values are
different.

In the next figure (Fig.7), we can see that the learning process depends on
γ2 parameter. This parameter is calculated by coordinator and has impact on
the forecast of the vector V 21value. For γ2 =0.1, which is too small, learning
process isn’t smooth. Small oscillations are observed. But if γ2=0.5, it is too big
and the peak value is more than 5 times greater than for γ2=0.1. So, coordinator
should calculate γ2 using its own adaptive algorithm which should receive target
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Figure 6: Value of φ1, φ3, φ4 depending on iteration number

functions Φ1 and Φ2 from the first level and analyze them.

Figure 7: Dynamic characteristic of the learning process for the first layer de-
pending on gamma

To study impact of the coordinator on the quality of learning process, adap-
tive algorithm changes two parameters α1 – learning rate for the hidden layer,
and γ2 - learning rate for the vector V 21. Vector V 21 forecasts the hidden
layer’s output (Fig.8). When Φ2 is greater than Φ1 learning rates increases. In
this example, their values were increased in very small steps of 0.05. Learning
rates α1 and γ2 shouldn’t be extremely large or small.

Fig. 9 corresponds with Fig. 5 and 6. As stated before, the learning process
is dynamic. The sub-networks achieve their stable state (the minimum target
functions) at the same time, but the quality of sub-processes is different. In
the beginning of the learning process, from 1 to 3700 iterations, the matrix W1
achieved its final result (∆W1 = 0).

However, the matrix W2 is far from the final value. In iteration number
3700, ∆W2 achieved its minimum and after that it sharply increased its value
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Figure 8: Coordination algorithm

Figure 9: . Dynamic characteristic of the ∆W1 = W1(n + 1) − W1(n) and
∆W2 = W2(n = 1)−W2(n) depending on iteration number
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to the maximum. This process entails the first sub-network, which achieves the
maximum value as well. After that, the sub-processes achieved a stable value
in the asymptotic way. This concluded the learning process.

Figure 10: Value of learning coefficients α1, γ2 changing by coordinator

Fig.10 shows how the values of two learning rates are changed by coordinator.
Both learning coefficients α1 and γ2 increase their value. This has a positive
impact on the convergence rate. The second part of the learning process (after
4000 iterations) is smooth and asymptotically tends to zero.

In this learning area, both learning coefficients, for the first sub-network α1
and for the coordinator γ2, should increase their value.Fig. 11 shows the final
learning result. The difference between the teacher’s value and the ANN’s value
is small, less than 1%.

Figure 11: The final learning result
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4 Conclusion

In [15], few of coordination principles are defined for big scale hierarchical struc-
tures. In this article, the following principle is used - the forecast of the connec-
tions between sub-networks. In the hierarchical structure of ANN, coordinator
should forecast the value of the vector V 21. This value should be the same as
the real value of the hidden layer output V 1. In this situation global target
function Ψ should achieve its minimum value and then the learning process
terminates.

If both of the first level local target functions Φ1 and Φ2 meet few conditions
[2][15], then convergence is guaranteed. Unfortunately the global target function
Ψ isn’t concave and could have multiple local minima. Therefore, it is not
possible to prove that algorithm is stable and convergent mathematically. But
the first local target functions didn’t include any constraints and that helps
while building learning algorithm.

Figure 12: Impact of the different learning rates to the quality of the learning
process

In the learning processes shown in (Fig.10). all rates were constant. Coordi-
nator calculates new V 21 value using γ2. Fig.5 shows that value of target func-
tion Φ2 did not change between 2000 and 3700 iterations. This is due to the fact
that ANN in the first order has to stabilize the W1 matrix weight coefficients.
This process depends on V 21 vector. When all the W1 weights coefficients
are stable, matrix W2 then stabilizes its weight coefficient. In this ANN, the
first layer played the most important role. The impact of sub-networks on the
final value of the first layer’s target function Φ1 is different for different struc-
tures. There are ANN structures in which its impact is very small. This can be
explained by the hidden layer structure. The hidden layer includes structural
neurons redundancy. Finally, the coordination algorithm is analyzed. Learning
rates α1 and γ2 didn’t achieve their maximum value. Possibly, the value of the
learning rate should be calculated using not only the relation between Φ1 and
Φ2, but also using their dynamic characteristics as the first difference
∆Φ1(n) = Φ1(n)− Φ1(n− 1) and ∆Φ2(n) = Φ2(n)− Φ2(n− 1).
This implies that coordinator should implement the PID controller algorithm.

γ2(n+ 1) = γ2(n) + λ1 · Φ1(n) + λ2 · (Φ1(n)− Φ1(n− 1)) (23)

These two problems will be studied in the future works.
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