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Abstract—Hypothesis generation (HG) is a fundamental prob-
lem in biomedical text mining that uncovers plausible implicit
links (B terms) between two disjoint concepts of interest (A and
C terms). Over the past decade, many HG approaches based on
distributional statistics, graph-theoretic measures, and supervised
machine learning methods have been proposed. Despite signifi-
cant advances made, the existing approaches have two major
limitations. First, they mainly focus on enumerating hypotheses
and often neglect to rank them in a semantically meaningful
way. This leads to wasted time and resources as researchers
may focus on hypotheses that are ultimately not supported
by experimental evidence. Second, the existing approaches are
designed to rank hypotheses with only one intermediate or
evidence term (referred as simple hypotheses), and thus are
unable to handle hypotheses with multiple intermediate terms
(referred as complex hypotheses). This is limiting because recent
research has shown that the complex hypotheses could be of
greater practical value than simple ones, especially in the early
stages of scientific discovery.

To address these issues, we propose a new HG ranking
approach that leverages upon the expressive power of Graph Neu-
ral Networks (GNN) coupled with a domain-knowledge guided
Noise-Contrastive Estimation (NCE) strategy to effectively rank
both simple and complex biomedical hypotheses. Specifically, the
message passing capabilities of GNN allows our approach to
capture the rich interactions between biomedical entities and suc-
cinctly handle the complex hypotheses with variable intermediate
terms. Moreover, the proposed domain knowledge guided NCE
strategy enables the ranking of complex hypotheses based on their
coherence with the established biomedical knowledge. Extensive
experiment results on five recognized biomedical datasets show
that the proposed approach consistently outperforms the existing
baselines and prioritizes hypotheses worthy of potential clinical
trials.

Index Terms—biomedical text mining, hypothesis generation,
graph neural networks, self-supervised learning

I. INTRODUCTION

Hypothesis generation is a crucial step in developing

testable propositions (or predictions) that after undergoing rig-

orous testing and evaluation leads to scientific discoveries [1].

Traditionally, scientists rely on their intuition, creativity, and

prior knowledge acquired by selectively reading numerous

articles to form hypotheses. However, in modern data-intensive

era, keeping up with the vast amount of relevant literature is

impractical for individual researchers or teams. As an illus-

tration, consider a January 2024 PubMed (the most compre-

hensive life-sciences search engine [2]) search on the topic of

“Alzheimer’s disease” that resulted in over 200,000 citations.

If a research team were to read 20 papers per day, it would

take them approximately 28 years, by which time millions

more articles would have emerged [3]. This overwhelming

amount of literature can create major bottlenecks in generating

novel hypotheses, as researchers cannot efficiently explore

the vast space of continually growing biomedical information

landscape.
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Fig. 1: Example of simple and complex hypothesis between

Fish oils and Raynaud’s disease. The simple hypothesis con-

tains only one intermediate concept (e.g., Blood Viscosity),

and the complex ones contain multiple concepts (e.g., Blood

Platelet → Blood Viscosity) with different connectivity pat-

terns.

To address this challenge, researchers in the biomedical

text mining communities have shown increased interest in

developing computational models that can mine the scien-

tific literature to automatically suggest hypotheses that are

new, interesting, testable, and likely to be true. As a result,

automated hypothesis generation (HG) has established itself

as a fundamental problem within biomedical text-mining [4]

that aims to discover cross-silo connections (also referred to

as undiscovered public knowledge [5]) by stitching together

the already known and established scientific facts that remain

dispersed across the literature. In other words, given an input

concept of interest (e.g., disease or gene), HG attempts to find

implicit links (e.g., potential drug target or novel indicator

of disease’s mechanism) that connects them in a previously

unknown but semantically meaningful way. Different from

standard link prediction problems [6] that solely focuses on

predicting links between entities, HG aims to provides a

rationale (or evidence) in the form of connecting terms for a

particular hypothesis. Figure 1 shows an example of a possible

hypothesis between “Raynaud’s disease” and “Fish Oils” via

intermediate (or evidence) terms such as “Blood Viscosity”

and “Blood Platelets”.

Over the past few years, many HG approaches [7]–[10]
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have been proposed in the literature. Broadly, they can be

categorized into three major groups: a) distributional ap-

proaches [11], [12], b) embedding-based methods [7], [8], and

c) supervised machine learning based approaches [13]. While

these prior studies made significant advances, a common

limitation lies in their emphasis on enumerating as many

hypotheses as possible, without necessarily ranking them in

a informative way. This lack of informative ranking can lead

to wasted time and resources, as researchers may focus on

hypotheses that are ultimately not supported by experimental

evidence [14]. To overcome this issue, it is imperative to

develop an informative HG ranking approach that identifies

the most promising hypotheses from tens of thousands of

unranked hypotheses for possible in-vitro clinical trials. This

is the core objective of the proposed research in this paper.

A conventional way to rank the generated hypotheses is by

using information retrieval metrics such as term frequency-

inverse document frequency (TF-IDF), BM25, and query

likelihood model [15]. More recently, neural network based

biomedical embedding models [16]–[18] have been proposed

and obtained significant improvement in performance. Despite

significant advances, the existing approaches are coarse and

thus unable to rank concepts with paucity of training data in

the scientific corpus (e.g., domain-specific or rare concepts).

In other words, the existing ranking methods do not take

guidance from the known biological knowledge to rank the

candidate hypotheses. Moreover, almost all of the existing

ranking methods are designed to rank hypotheses with only

one intermediate term (i.e., simple hypotheses). It is unclear

on how the existing approaches would rank hypotheses with

multiple intermediate terms (i.e., complex hypotheses).

To address these issues, we design a novel HG ranking

approach that is guided by the known biological knowledge

and accurately ranks both simple and complex biomedical

hypotheses. Specifically, we propose to model the relation-

ships between biomedical entities as a graph structure and

develop a HG tailored Graph Neural Network (GNN) that can

effectively capture the intricate connectivity patterns crucial

for ranking the hypotheses accurately. Moreover, the proposed

GNN based ranking model effectively captures the rich inter-

actions between intermediate terms of variable length, making

them adept at ranking complex hypotheses accurately. Further,

we propose a domain-knowledge guided Noise-Contrastive

Estimation (NCE) based strategy that enables identification

of statistically significant hypotheses and assists in ranking

of complex hypotheses based on their coherence with the

established biomedical knowledge.

Altogether, the proposed approach effectively addresses the

unique challenges of hypothesis ranking in the biomedical

domain and facilitates the identification of top-ranked hypothe-

ses for possible clinical trials. Finally, the proposed approach

is designed to work as an add-on enhancer module to the

existing HG approaches. Given the fact that there are multiple

competing HG approaches [8]–[10], [14], it is desirable to

develop approaches that do not jeopardize the HG training

process and flexibly enables the users to utilize the proposed

ranking module as a pluggable module for obtaining ranked

hypotheses.

In this research, our contributions can be summarized as:

• We propose a new HG ranking approach that accurately

ranks both simple and complex hypotheses. Central to our

approach is the emphasis on handling complex hypotheses

that is both novel and has immediate practical benefits

in applications such as drug-repurposing and precision

medicine.

• The proposed research designs a new domain-knowledge

guided NCE strategy that learns to distinguish between

well-supported hypotheses and spurious ones. Moreover,

the domain knowledge guidance ensures that the hy-

potheses are aligned with the biological factors or prior

knowledge.

• The experimental results corroborate the efficacy of the

proposed HG ranking approach - we obtain a signifi-

cant improvement over baselines in terms of Spearman’s

correlation @Top-K. Qualitative evaluation of results

demonstrate that the top ranked hypotheses are plausible

and worthy of further investigations.

II. PRELIMINARIES

A. PubMed

We will use PubMed [2] as our training corpus. PubMed

consists of a vast collection of articles encompassing the

fields of life sciences and biomedicine. With over 32 million

documents, this corpus encompasses a diverse range of study

types. Each article entry in PubMed includes essential data

elements such as the title, abstract, medical subject headings

(MeSH) terms, author names, affiliations, publication date,

journal information, and citation details.

B. Medical Subject Headings (MeSH)

In this paper, MeSH will be used as the source of domain

knowledge. MeSH is controlled vocabulary curated and main-

tained by subject matter experts at the National Library of

Medicine (NLM). Since these are curated by domain experts,

they are highly precise and widely used as a resource for

domain knowledge in the biomedical domain. Every article in

the PubMed (specifically indexed by MEDLINE) are assigned

MeSH terms. These terms encapsulate the conceptual meaning

of the article. On average, every article in PubMed is assigned

12 MeSH terms. Moreover, MeSH terms are organized in

an hierarchical fashion (i.e., ISA tree). The distance between

concepts in the tree indicates the degree of semantic proximity

between them. The depth of a concept in the tree indicates its

level of specificity.

III. APPROACH

A. Overview of Proposed HG Ranking Model

For clear explanation of our proposed HG ranking model,

we will use PubMed as the corpus and MeSH terms as the unit

of analysis (i.e., hypotheses) throughout this paper. However,

we note that the proposed method is entirely general and can

286

Authorized licensed use limited to: The University of Iowa. Downloaded on September 09,2024 at 00:45:13 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 2: The architecture of proposed HG ranking model. It takes a set (i.e., a link or hypothesis) as the input and outputs the

meaningfulness score.

be readily adapted with other choices of corpora and units of

analysis.

Our goal is to rank both simple and complex hypotheses

generated from the biomedical corpus. Specifically, a hypoth-

esis in this paper is a MeSH term set {M1, · · · ,ML} that

connects two disjoint input MeSH terms with a variable num-

ber of intermediate (or evidence) MeSH terms in a meaningful

way. As such, we use a bag (unordered set) of MeSH terms

to represent an article in PubMed as {M1, · · · ,ML}, where

Mi is a MeSH term and L can be different for different

articles. The input to our proposed HG ranking model is a

hypothesis set as defined above, and the output is a real-

number score indicating the hypothesis’s meaningfulness. We

propose to use these scores to compare and rank hypotheses.

To obtain these scores, we propose to first model the relational

dependencies between MeSH term using a GNN. This is

because GNN are a natural choice to handle graph sets (i.e.,

MeSH term set in current problem setting) with variable

length (different intermediate terms). Moreover, we propose

to train the proposed ranking module in a self-supervised

way by contrasting the pairs between meaningful hypotheses

(i.e., published articles in PubMed) and random/meaningless

hypotheses (i.e., articles generated using a random MeSH

terms). Notably, this self-supervised strategy overcomes the

necessity of a labeled dataset for hypotheses ranking that

are both time-consuming and monetarily expensive to obtain.

Fig. 2 show overview of our proposed model.

B. HG Ranking Model Structure

The general idea of proposed model is to encode a set of L
MeSH terms (i.e., a link or a hypothesis) as a vector in latent

space. The meaningfulness of such a MeSH set is indicated

by the vector’s norm. Since each input to the model may

have variable numbers of MeSH terms, or L, an effective HG

ranking model should be able to handle input sets with variable

length. As such, we propose a HG tailored GNN framework

that has as an encoding, a message-passing, and a readout
module. Encoding encodes each of the input MeSH terms and

the set into the latent space as the MeSH term vectors and the

set global vector, respectively. These two groups of vectors

feed further into message-passing, which “passes the message”

between MeSH term vectors and the set global vector, to

ensure that they both contain the set’s context information.

readout decodes the set global vector as the model’s output

whose norm indicates the set’s meaningfulness.

MeSH encoding Ee. This module encodes MeSH terms

Mi, i = 1 · · ·L into the latent space as vi,enc, i = 1 · · ·L.

It uses an embedding layer (Eemb) to map MeSH terms into

embeddings (i.e., a learnable lookup table or matrix), and a

two-layer Multiple-Layer Perceptron (MLP) as in Equation

1 to encode the embeddings into the latent space. Note that

Equation 1 is a general description of MLP used throughout

the whole proposed model and Ap is the weight for different

components in different parts of the whole model. Equation 2

is our detailed implementation of the MeSH encoding module.

Note that the Ee are identical for all input MeSH terms.

EMLP(v) = L2 (L1(v)) ,Lt(v) = ReLU(Apv) (1)

vi,enc = Ee (Mi) = EMLP (Eemb (Mi)) , i = 1 · · ·L (2)

where Ap are the learnable parameters of the respective MLPs.

In the MeSH encoding module, we use the same MLP with the

same weight for different MeSH terms. Note that throughout

the proposed model, MLP structure remains the same whereas

the weights Ap are different in different parts of the model.

Global encoding Eg. The proposed ranking model generates

a default global vector vg,init = [0.5] for the input set and

uses an MLP in Equation 1 (with a different shape and set of

weights) to encode the global vector into vg,enc, in the same

latent space as MeSH term vectors, as vg,enc = EMLP(vg,init).
The set global vector will carry the set’s context information

after message-passing.
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Message-passing MP. This module ensures the set global

vector and the MeSH term vectors contain the set’s context in-

formation by “passing” messages between them, i.e., updating

them according to each other alternatively. It has two steps: Set
Update (SU) and MeSH Update (MU). SU, as in Equation 4,

updates the set global vector according both to terms’ and its

previous one. MU, as in Equation 5, updates each term’s vector

independently according to its previous one and the updated

global vector after SU. MP runs N times using the identical

network and Equation 3 presents the nth round MP. Note that

MP does not exchanges the information between MeSH term

vectors (nodes) via edges as in typical GNNs [19] because the

set has no edges as [20].

vg,n+1,mp,Vn+1,mp = MP (vg,n,mp,Vn,mp)

= MU (SU (vg,n,mp,Vn,mp) ,Vn,mp)

Vn,mp = [v1,n,mp; · · · ;vL,n,mp]

(3)

vg,n+1,mp = SU (vg,n,mp,Vn,mp)

= EMLP ([vg,n,mp;AGGRSU(Vn,mp)])

AGGRSU(Vn,mp) =
L∑

i=1

vi,n,mp

(4)

Vn+1,mp = MU (vg,n+1,mp,Vn,mp) , or

vi,n+1,mp = EMLP ([vg,n+1,mp;vi,n,mp]) , i = 1 · · ·L (5)

where [x;y] is the concatenation of x,y vectors. EMLP in

the above equations have the same structure as in Equa-

tion 1. However, they have different learnable parameters.

AGGRSU is the aggregation function. As suggested in pre-

vious studies [20], we use the sum aggregation as default.

However, we will compare different aggregation functions

in our experiments. The input of the MP0 is vg,enc and

Venc = [v1,enc; · · · ;vL,enc], and it outputs vg,N,mp and VN,mp

in the last round. Note that the MP module remains exactly the

same but is applied to each MeSH in the set. This is central

reason for our proposed model to employ GNN at its core -

our model can address any set with different number of MeSH

terms without necessarily relying on its order or cardinality.

readout Rg. After N rounds of MP, the updated set global

vector vg,N,mp contains the set’s context information. Rg

further decodes vg,N,mp into the output vector vg,output as

Equation 6. The output score is the norm of the final output

vector as s = |vg,output| indicating the set’s meaningfulness.

vg,output = Rg (vg,N,mp) = Tanh (A2 (ReLU (A1 (vg,N,mp))))
(6)

where A1 and A2 are learnable parameters. We choose Tanh

as the final activation to constrain the output vector into a fixed

range.

In summary, the proposed ranking model

scores a set (i.e., a link or a hypothesis) as

sset = HGRankingModel({M1, · · · ,ML}) on its

meaningfulness. We use 128 as the latent size and 3 as

the number of “message-passing” to balance the performance

and efficiency in our implementation. These hyperparameters

are recommended either by the existing literature [19], [20]

or Python package implementation as defaults for similar

design, and we will also test other options in the ablation

studies.

C. Self-supervised Learning for Proposed HG Ranking Model

One of the central challenges [12] in HG studies the

availability of ground truth results (i.e., clinically validated

hypotheses). This is because conducting in-vitro clinical trials

is both time-consuming and costly. At the same time, biomed-

ical domain has bibliographic repositories that are curated and

maintained by domain experts. Thus, it is imperative to design

a method that trains our ranking model with the guidance

of highly specialized domain knowledge automatically. We

propose a self-supervised learning algorithm to train the pro-

posed ranking model using only the existing literature instead

of labeled hypotheses. Similar to NCE [21], the proposed

algorithm generates noise and forces the model to differentiate

the noise and real data in the training process. The noise

generation in our algorithm is different from that in NCE be-

cause we have no noise (false hypotheses) distribution. Instead,

we propose a domain knowledge-guided positive-negative pair

generation algorithm that generates the training data. Another

key feature of our proposed self-supervised learning algorithm

is the loss function. To ensure that our model can compare

and rank hypotheses of different types (numbers of concepts),

we also propose a new loss function for our model training

algorithm. Generally speaking, the central idea of NCE is to

train a neural network via enforcing it to differentiate positive

data samples and negative data samples. Following this idea,

in our training algorithm, we propose to generate positive

and negative samples guided by the domain knowledge. In

HGRankingModel, a positive sample is a valid hypotheses and

should be ranked high or get a high meaningfulness score. On

the other hand, a negative sample should be less valid than

the positive sample and get a lower meaningfulness score. We

will introduce how we get the two kinds of sample in the

following.

PubMed indexes each published article with a few con-

cepts (MeSH terms) without any specific ordering (i.e., bag

of words). Since all the concepts are annotated by domain

experts, we argue that the concepts in one article are describing

a certain topic with respect to the article and are highly

coherent. In other words, we can consider each article’s

concepts set as a meaningful set or a positive data sam-

ple in the context of NCE-based training algorithm. Now,

to generate useful negative samples, we propose to gen-

erate less meaningful articles (negative samples) Dworse =
{M1, · · · ,Mk−1,Mk+1, · · · ,ML,ML+1} from existing ones

Doriginal = {M1, · · · ,Mk, · · · ,ML}, by randomly choosing

Mk and changing it to a random MeSH term ML+1 which has

never co-occurred with other concepts in the set. After gen-

eration positive-negative pairs, we feed each (Dworse,Doriginal)
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pair into two identical HGRankingModel and score each of

them.

In the ranking model training, we sample each pair inde-

pendently from each Doriginal, via selecting a MeSH term Mk

from Doriginal following a uniform distribution over the MeSH

terms in Doriginal and sampling an ML+1 following a uniform

distribution over the MeSH term vocabulary to replace Mk,

in each training epoch. Note that the sampled term M should

have never co-occurred with any term in any existing article

Doriginal during the sampling process. We propose to train the

model by constraining it to score Doriginal higher (with a margin

τ ) than its respective Dworse.

The training objective is to minimize the margin-based loss

as in Equation 7. We tailored the loss function like this because

even though a negative sample is mostly less valid than its

respective positive sample, it could be more valid than other

positive samples in other pairs.

L = max (0, sworse − soriginal + τ) (7)

where τ is the margin hyperparameter, sworse and soriginal are

the two scores for a (Dworse,Doriginal) pair by proposed ranking

model, respectively. In the training process, we employ the

ADAM optimizer with a default learning rate of 0.001. The

margin τ is 1.0 as recommended. The training stops when the

training loss converges. For consistency, the stop criterion is

that the training loss first drops below 0.3 for all datasets and

settings.

IV. EXPERIMENTS

In this section, we evaluate the proposed HG ranking model

to answer three questions: 1) can it address both simple

and complex hypotheses (Sec. IV-B)? 2) can it boost the

performance of current approaches, especially embedding-

based ones (Sec. IV-C)? 3) how its performance relies on its

parameters choices (Sec. IV-F) and is graph neural network

necessary? Before experiments, we will introduce the datasets

and preprocessing. The source code is publicly available at

https://github.com/JunchengDing/HGRanking.

A. Datasets and Preprocessing

Following previous work [8], [12], we organize our ex-

periments to evaluate proposed HG ranking model in two

groups: the qualitative study (question 1) and the quantitative

study (question 2 and 3). The qualitative group investigates

the most recognized pair “Fish Oil” and “Raynaud Disease”

by checking whether the top-ranked simple and complex

hypotheses are meaningful. The quantitative group follows the

standard evaluation that cuts off PubMed into two parts via a

cutoff date, ranks hypotheses according to the pre-cutoff data,

and evaluates how the ranking is consistent with that from

the post-cutoff data (“future” observation) [12]. We use the

five standard “golden” datasets listed below for comparisons

between different approaches. Each dataset cuts the PubMed

into two parts: a) articles before the cutoff date to find and rank

hypotheses; and b) articles after the cutoff date as the ground

truth. To ensure uniformity, we run proposed HG ranking

model with the same setting on these datasets and probe for

the results.

1) Fish Oil (FO) & Raynaud Disease (RD) (1985)

2) Magnesium (MG) & Migraine Disorder (MIG) (1988)

3) Somatomedin C (IGF1) & Arginine (ARG) (1994)

4) Indomethacin (INN) & Alzheimer Disease (AD) (1989)

5) Schizophrenia (SZ) & Calcium - Independent Phospho-

lipase A2 (CI, PA2) (1997)

Table I presents the details of the five datasets. In Table

I, N before
doc and N after

doc are the number of documents before

and after the cutoff date. N
before

MeSH terms and N
after

MeSH terms are the

averaged number of MeSH terms in each document before and

after the cutoff date.

We select articles to build the training corpus for the

proposed HG ranking model. The process preserves articles

published before the cutoff date and containing either one of

the input terms. It can significantly ease model training without

limiting performance. Besides, TF-IDF, the standard approach

to distinguish between documents, is added as a baseline in

the experiments to verify that the corpus building does not

introduce bias.

The following experiments generate candidate hypotheses

as “{input term 1, B, input term 2}” before comparing and

ranking them. The candidate hypotheses generation process

selects a limited number of MeSH terms, rather than using

all in the vocabulary, as B terms. The plausible B terms are

terms co-occurring with either one of the input terms in the

pre-cutoff documents.

B. Qualitative Evaluation

This experiment aims to validate whether proposed HG

ranking model can handle both simple and complex hypothe-

ses. Specifically, we use proposed HG ranking model to find

the top-ranked hypotheses with one to three intermediate

concepts (MeSH terms) linking the “Fish Oil” and “Raynaud

Disease” pair and evaluate whether they are meaningful. Fig-

ure 3 shows the top-ranked three hypotheses of each category

and their respective evidence (the PMID of the paper that

contains the association). We observe from Fig. 3 that all

the top-ranked hypotheses are valid with direct evidence from

PubMed. The high-ranking “Cryoglobulins” rarely appear in

previous literature, but it is meaningful because “Fish Oil” can

treat “Cryoglobulins” (PMID: 7842531) which is associated

with “Raynaud Disease” (PMID: 11455056). The remaining

concepts are well recognized evidence [22].

We can also note from Fig. 3 that the top-ranked complex

hypotheses have higher meaningfulness scores than simple

ones. The reason is that these more complex hypotheses are

combinations of simpler valid ones, and they are thus more

meaningful than its components. Previous approaches cannot

score such complicated hypotheses properly. The observa-

tion demonstrates proposed HG ranking model’s ability to

address both simple and complex hypotheses, which solves

the challenges 1 in this paper. Besides, one may wonder

if proposed HG ranking model favors (scores higher) more
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TABLE I: The details of the five datasets.

FO-RD MIG-MG INN-AD IGF-ARG SZ-CI,PA2

Nbefore
doc 7,048,184 8,092,246 10,447,830 8,473,640 11,718,234

N after
doc 17,398,057 16,353,995 13,998,411 15,972,601 12,728,007

N
before
MeSH terms 8.20 8.37 8.84 8.43 9.12

N
after
MeSH terms 11.48 11.60 11.79 11.65 11.83
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Fig. 3: Top-Ranked Hypotheses with one, two, and three intermediate concepts on “Fish Oil” and “Raynaud Diesease” and

their scores by proposed model. The left are the top-ranked hypotheses (omitting “Fish Oil” and “Raynaud Diesease” for

brevity) with their scores. The right are their respective evidence with our manually found ground truth.

complex hypotheses. To answer this question, we fed 5,000

randomly generated hypotheses with one, two, and three

intermediate concepts into proposed HG ranking model. The

averaged scores with one standard deviation are 4.387±0.847,

2.900± 0.825, and 1.900± 0.701 respectively, which reveals

that proposed HG ranking model does not favor complex

hypotheses. The observation can be explained by the fact

that a smaller portion of complex hypotheses is meaningful

than that of simple ones. Moreover, the concepts (i.e., platelet

aggregation, blood viscosity, vasoconstriction) identified by

the pioneers [5] as meaningful evidence are all in our top-20

hypotheses (18th, 9th, 11th respectively) with one intermediate

concept, verifying the results in another aspect. To summarize,

this qualitative study shows that proposed HG ranking model

can address both simple and complex hypotheses.

C. Quantitative Evaluation

In this experiment, we rank hypotheses using different

approaches and compare the rankings’ consistency with the

ground truth ranking quantitatively. Specifically, the evaluation

cuts PubMed into two parts via a cutoff date and evaluate a

hypothesis by checking the number of documents mentioning

it after cutoff. Given that a hypothesis {MA,MB,MC} is more

meaningful if more documents discuss it in the future, we

define plausible hypotheses’ gt({MA,MB,MC}) scores and

use the score to rank them as the ground truth ranking.

Specifically, the score is defined as gt({MA,MB,MC}) =

#(MA,MB)+#(MB,MC), where MA and MC are the two input

MeSH terms, MB is the intermediate term in the hypothesis,

and #(Mi,Mj) is the number of documents containing both

Mi and Mj in the post-cutoff data. Higher “gt()” scores

indicate that a larger number of documents discussing the

hypotheses in the “future” and the respective hypotheses are

therefore more worth investigation (semantically meaningful)

“now” at the cutoff year.

D. Baseline Algorithms

• TF-IDF [10], [11]: TF-IDF ranks candidate hypotheses

using the intermediate terms’ TF-IDF in the training data.

• BITOLA [23]: BITOLA is a popular HG system that

generates hypotheses based on semantics information and

is a graph-based approach.

• Jaccard and Preferential attachment (PA) [10]: Jaccard

and PA are two commonly used and recent link prediction
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TABLE II: Spearman’s Correlation at k (FO-RD)

Algorithm k=300 k=600 k=900 k=1200
TF-IDF -0.041 -0.177 -0.338 -0.421
BITOLA -0.097 0.039 0.131 0.145
Jaccard 0.101 0.011 0.035 -0.006
PA 0.129 0.065 -0.029 -0.074
Emb&Sim 0.234 0.252 0.253 0.163
BioBERT 0.013 0.051 -0.018 -0.002
PubMedBERT 0.031 0.020 0.060 0.060
Proposed 0.484 0.477 0.433 0.347

TABLE III: Spearman’s Correlation at k (MIG-MG)

Algorithm k=300 k=600 k=900 k=1200
TF-IDF -0.183 -0.206 -0.287 -0.299
BITOLA -0.304 -0.025 0.000 0.080
Jaccard 0.068 0.020 -0.002 0.022
PA 0.045 -0.025 -0.076 -0.130
Emb&Sim 0.350 0.288 0.313 0.326
BioBERT 0.019 0.001 -0.024 -0.025
PubMedBERT 0.174 0.184 0.152 0.165
Proposed 0.474 0.512 0.488 0.529

techniques in graph-based approaches of HG.

• Embedding & Similarity Measure (Emb&Sim) [8]:

Embedding-based approaches have achieved the SOTA

performance in HG research. To make a fair comparison,

this baseline uses CBOW [24] to learn the MeSH term

embeddings and the embedding’s cosine similarity to

score the hypotheses. The parameters are identical to

those in proposed model.

• BioBERT [16]: BioBERT is a pretrained language model

trained on PubMed abstracts and full-text PMC articles.

• PubMedBERT [25]: PubMedBERT is another pretrained

biomedical language model trained on PubMed abstracts.

Similar to embedding-based approaches language models

such as these have achieved the SOTA performance in HG

research.

Notably, we are not comparing with the supervised machine

learning approaches [13] because our proposed proposed HG

ranking model is a self-supervised learning solution in terms

of the training data used.

E. Results

We compare each ranking with its ground truth ranking

using Spearman’s correlation scores at k, and employ different

k to make reliable comparisons. Tables II, III, IV, V, VI

list the scores on the five datasets and by different baselines,

and in those tables, our proposed model is using the default

hyperparameters as in Section III-B. Higher scores mean

better rankings, and bold numbers mark the group’s best

performance. Tables II, III, IV, V, VI show that all scores

are above -0.5, showing all approaches are producing mean-

ingful hypotheses. The scores by TF-IDF are low, confirming

that our data preparation does not introduce bias. BITOLA,

Jaccard, and PA perform better than TF-IDF but show no

significantly different performance between each other. The

result is because their predefined metrics work for different

single aspects (e.g., statistics, semantics) of data. Emb&Sim

can capture latent semantics as well as statistics and thus

TABLE IV: Spearman’s Correlation at k (INN-AD)

Algorithm k=300 k=600 k=900 k=1200
TF-IDF -0.284 -0.286 -0.292 -0.363
BITOLA -0.056 -0.030 -0.217 -0.135
Jaccard 0.108 0.046 -0.028 -0.050
PA -0.033 -0.002 -0.003 0.005
Emb&Sim 0.251 0.162 0.183 0.119
BioBERT 0.034 0.054 0.035 0.017
PubMedBERT 0.222 0.213 0.146 0.179
Proposed 0.442 0.436 0.469 0.504

TABLE V: Spearman’s Correlation at k (IGF-ARG)

Algorithm k=300 k=600 k=900 k=1200
TF-IDF -0.166 -0.268 -0.317 -0.363
BITOLA -0.028 -0.058 0.126 0.289
Jaccard -0.018 0.055 -0.013 -0.017
PA -0.071 0.015 0.044 0.054
Emb&Sim 0.337 0.341 0.269 0.271
BioBERT 0.070 0.036 0.065 0.076
PubMedBERT 0.177 0.210 0.240 0.230
Proposed 0.367 0.370 0.431 0.482

always perform better than the previous three. Our proposed

model achieves higher scores than Emb&Sim. The reason is

that our unified model can ensure both optimal embeddings

and scoring mechanism in contrast to Emb&Sim that learn

the embeddings and devise the scoring independently (i.e.,

Emb&Sim’s training process is not optimizing the scoring

mechanism). Similarly, the proposed model also outperforms

models such as BioBERT [16] and PubMedBERT [25]. The

reason for this result is that these language models take MeSH

terms as a string and tokenize each of them into multiple

tokens, and such split will may lead to loss of information

that could be crucial to HG. To conclude, proposed HG

ranking model outperforms the baselines on all five datasets,

verifying our proposed unified model can boost performance.

Moreover, we can see the scores’ tendencies as k increases

are different by different approaches in Tables II, III, IV, V,

VI, e.g., TF-IDF scores always decrease while BITOLA scores

always grow when k increases. The observation indicates that

the rankings by different approaches perform differently with

different measurements (k) and verifies that it is necessary to

compare different rankings using different ks in Spearman’s

Correlation. Our proposed proposed HG ranking model out-

performs the baselines in all settings, showing its reliability.

F. Parameters Sensitivity

This experiment evaluates how proposed HG ranking

model’s performance relies on its parameters, i.e., whether

the improvement in performance comes from the structure or

the parameter selection. We evaluate proposed HG ranking

model with different parameters using the “Fish Oil” and

“Raynaud Disease” pair. Specifically, we evaluate the latent

dimensions [64, 256], margins [0.5, 2.0], aggregation func-

tions [average pooling, attention pooling], and numbers of

message-passing [1, 2, 4, 5] other than the parameters in our

proposed HG ranking model model. The respective scores are

in Figs. 4a, 4b, 4c, 4d. These scores show that proposed HG

ranking model performs stable (and importantly, always better
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Fig. 4: HG ranking model’s performance given different settings. They all outperform baselines in Table II.

TABLE VI: Spearman’s Correlation at k (SZ-CI,PA2)

Algorithm k=300 k=600 k=900 k=1200
TF-IDF -0.091 -0.203 -0.228 -0.284
BITOLA -0.218 -0.211 -0.035 0.002
Jaccard 0.092 0.014 0.031 -0.009
PA 0.048 0.126 0.074 0.106
Emb&Sim 0.139 0.057 0.076 0.104
BioBERT 0.066 0.046 0.0723 0.061
PubMedBERT 0.001 0.124 0.112 0.133
Proposed 0.407 0.444 0.552 0.555

than the five baselines as in Table II) with different parameters.

Moreover, the performance of proposed HG ranking model de-

creases greatly when the number of message-passing is 1. The

reason is that proposed HG ranking model becomes a simple

fully-connected neural network when the number of message-

passing is 1 (there is no message-passing). The result shows

the necessity of message-passing (or adapting graph neural
network) in proposed HG ranking model. The observations are

similar in the other four datasets, so we omit them for brevity.

To conclude, the message-passing mechanism in proposed HG

ranking model is necessary, and parameter choices impact little

on proposed HG ranking model’s performance. Namely, it is

the structure of proposed HG ranking model that leads to its

superior performance.

V. RELATED WORK

Hypothesis generation is a core task in biomedical text

mining [11], [26]–[29] with applications to a variety of tasks

such as drug-repurposing, precision medicine, and biomarker

discovery. For a recent survey on this topic, please refer

[30]. The initial approaches [8], [11], [12], [31] generated hy-

pothesis by using standard information retrieval metrics such

as term-frequency, document frequency, and term-frequency-

inverse document frequency [5], [32]–[37]. While these purely

statistics-based approaches made great advances, their reliance

on corpus based co-occurrence information affected perfor-

mance for concepts that had a paucity of training data. To

overcome these issues, subsequent studies employed neural

network inspired word embedding models [38], [39] that

are better able to quantify the strength of associations be-

tween implicit links. These embedding-based approaches use

the concept embedding similarity to evaluate the hypotheses

meaningfulness. Compared to purely statistical approaches, the

embedding based approaches have obtained significant im-

provement in results [11]. Approaches such as [35] proposed

to build complex graphs that facilitate identification of both

simple and complex links that are of practical value. However,

these approaches rely on the graph’s pre-defined schema and

cannot find links that have strong implicit association but

are not directly connected in the graph. Moreover, these

approaches learn the embeddings and evaluate the links in

two independent steps. The independence leads to sub-optimal

modules in both steps and compromise their performance.

We solve these problems by modeling the links with variable

numbers of concepts as term set and building a unified model

(end-to-end gradient-based training) to score the set directly.

More recently, studies such as [9], [31] use supervised

machine learning to identify meaningful hypotheses. While

these approaches have shown promising results, they require

a comprehensive expert-labeled training set that is too costly

to build.

Our work is motivated from the recent developments made

in the research areas of Graph Neural Network (GNN) and

Noise-Contrastive Estimation (NCE). Specifically, the ap-

proach proposes a HG tailored GNN [19], that can take graphs

with variable numbers of nodes as inputs. NCE [21], which

estimates model parameters using only positive samples, mo-

tivates our self-supervised algorithm to train the model. NCE

generates negative samples from assumed distributions and

trains a model by contrasting the existing positive and the

generated negative samples. Our proposed approach also uses

only positive samples (existing literature), but it differs from

NCE because we create negative samples based on the nature

of biomedical literature other than assumed distributions.

VI. CONCLUSION

This paper proposes a new HG ranking model to compare

and rank both simple and complex hypothesis. To the best of

our knowledge, it is among the first works that focuses on

the ranking on hypotheses rather than their enumeration. One

unique aspect of proposed approach is to train the designed

algorithms using only the existing documents, overcoming the

lack of labeled hypotheses. We conducted extensive experi-

ments to justify those advantages. In the future, we will ex-

plore more advanced models and to incorporate more domain

knowledge into our model to further improve the performance.
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