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#### Abstract

A new class of history-dependent variational-hemivariational inequalities was recently studied in Migórski et al. (2015 Nonlinear Anal. Ser. B : Real World Appl. 22, 604-618). There, an existence and uniqueness result was proved and used in the study of a mathematical model which describes the contact between a viscoelastic body and an obstacle. The aim of this paper is to continue the analysis of the inequalities introduced in Migorski et al. (2015 Nonlinear Anal. Ser. B: Real World Appl. 22, 604-618) and to provide their numerical analysis. We start with a continuous dependence result. Then we introduce numerical schemes to solve the inequalities and derive error estimates. We apply the results to a quasistatic frictional contact problem in which the material is modelled with a viscoelastic constitutive law, the contact is given in the form of normal compliance, and friction is described with a total slip-dependent version of Coulomb's law.
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## 1 Introduction

Variational and hemivariational inequalities play an important role in the study of both qualitative and quantitative analysis of nonlinear boundary value problems. The study of variational inequalities started in the early sixties and is based on arguments of monotonicity and convexity, including properties of the subdifferential of a convex function. References in the field are [2-4, 11, 12, 21, 22, 28], among others. The theory of hemivariational inequalities was introduced in the early eighties and is based on the properties of generalized gradient introduced and studied in [6-8]. References in the field include $[9,17,24,26,29]$. Applications of the variational and hemivariational inequalities in mechanics and engineering, especially in contact mechanics, can be found in [1, 10, $14-16,18,20,23,24,28,30-32$ ], among others. Variational-hemivariational inequalities represent a special class of inequalities, in which both convex and nonconvex functions are involved. Interest in their study is motivated by various problems in mechanics, as illustrated in [26, 27, 29].

A class of stationary variational-hemivariational inequalities was studied in [13]. An inequality in the class involves two nonlinear operators and two nondifferentiable functionals, among which at least one is convex. An existence and uniqueness result was proved for a solution of the inequality, through arguments of surjectivity for pseudomonotone operators and the Banach fixed point theorem. Continuous dependence of the solution on the data was shown. Numerical methods for solving the inequality were introduced, and their convergence was established rigorously. Moreover, an error estimate was derived which is of an optimal order for the linear finite element method under appropriate solution regularity assumptions. Finally, results on the well-posedness and error estimation of numerical solutions were applied to a variational-hemivariational inequality arising in the study of a new model of elastic contact.

An evolutionary version of the variational-hemivariational inequalities studied in [13] was considered in [25]. There, the structure of the inequalities involves two historydependent operators and two nondifferentiable functionals, one convex and the other nonconvex. An existence and uniqueness result was proved by using arguments of surjectivity for pseudomonotone operators and fixed point. Then, these abstract results were used in the study of a new model of viscoelastic frictionless contact, in which both the instantaneous and the memory effects of the foundation were taken into account. We note that, unlike a large number of references, including [24], the inequality problems considered in [25] are formulated on the unbounded interval of time $\mathbb{R}_{+}=[0, \infty)$. This requires the use of the framework of Fréchet spaces of continuous functions, instead of that of the classical Banach spaces of continuous functions defined on a bounded interval of time, used in many papers.

The present paper represents a continuation of [25] and parallels part of [13]. Its aim is threefold. The first one is to show the continuous dependence of the solutions of the variational-hemivariational inequalities on the problem data. The second one is to provide the numerical analysis for solving such history-dependent inequalities. The third aim is to apply our abstract result in the study of a new model of quasistatic contact, which describes the equilibrium of a nonlinear viscoelastic body in contact with a foundation. In contrast to the model considered in [25], here the contact is assumed frictional.

The class of variational-hemivariational inequalities studied in this paper represents a general framework in which a large number of quasistatic contact problems, associated with various constitutive laws and frictional or frictionless contact conditions, can be cast. Therefore, our work provides arguments and tools useful for the unique solvability of a large number of quasistatic contact problems together with their numerical solution.

The rest of the paper is structured as follows. In Section 2, we review some material from [25]. In Section 3, we state and prove the continuous dependence of the solution with respect to the data. In Section 4, we study a fully discrete scheme. We derive error estimates and prove convergence results. In Section 5, we introduce a quasistatic frictional contact problem in which the material is modelled with a viscoelastic constitutive law, the contact is given in the form of normal compliance and friction is described with a total slip-dependent friction law. We show that this problem leads to a history-dependent quasivariational inequality for the velocity field. Then, in Section 6, we use our theoretical results in the variational and numerical analysis of this contact problem. Finally, in Section 7, we present some concluding remarks.

## 2 History-dependent variational inequalities

In this section, we introduce the class of history-dependent variational-hemivariational inequalities and recall an existence and uniqueness result proved in [25]. We start by presenting some notation, definitions and preliminary results used later in this paper.

We use $\mathbb{N}$ for the set of positive integers and $\mathbb{R}_{+}$for the set of non-negative real numbers, i.e., $\mathbb{R}_{+}=[0,+\infty)$. Let $X$ be a normed space. We denote its norm by $\|\cdot\|_{X}$, its topological dual by $X^{*}$ and the duality pairing of $X$ and $X^{*}$ by $\langle\cdot, \cdot\rangle_{X^{*} \times X}$. Let $h: X \rightarrow \mathbb{R}$ be a locally Lipschitz function. Then, the generalized (Clarke) directional derivative of $h$ at $x \in X$ in the direction $v \in X$, denoted by $h^{0}(x ; v)$, is defined by

$$
h^{0}(x ; v)=\limsup _{y \rightarrow x, \lambda \downarrow 0} \frac{h(y+\lambda v)-h(y)}{\lambda}
$$

The generalized gradient (subdifferential) of $h$ at $x$, denoted by $\partial h(x)$, is a subset of the dual space $X^{*}$ given by

$$
\partial h(x)=\left\{\zeta \in X^{*} \mid h^{0}(x ; v) \geqslant\langle\zeta, v\rangle_{X^{*} \times X} \text { for all } v \in X\right\} .
$$

An operator $A: X \rightarrow X^{*}$ is called pseudomonotone, if it is bounded and $u_{n} \rightarrow u$ weakly in $X$ together with $\lim \sup \left\langle A u_{n}, u_{n}-u\right\rangle_{X^{*} \times X} \leqslant 0$ imply

$$
\langle A u, u-v\rangle_{X^{*} \times X} \leqslant \liminf \left\langle A u_{n}, u_{n}-v\right\rangle_{X^{*} \times X},
$$

for all $v \in X$.
We also use the notation $C\left(\mathbb{R}_{+} ; X\right)$ for the space of continuous functions defined on $\mathbb{R}_{+}$with values in $X$. It is well known that, if $X$ is a Banach space, then $C\left(\mathbb{R}_{+} ; X\right)$ can be organized in a canonical way as a Fréchet space, i.e., as a complete metric space in which the corresponding topology is induced by a countable family of seminorms. Moreover, the convergence of a sequence $\left\{x_{k}\right\}_{k}$ to the element $x$, in the space $C\left(\mathbb{R}_{+} ; X\right)$, can be
described as follows:

$$
\left\{\begin{array}{l}
x_{k} \rightarrow x \text { in } C\left(\mathbb{R}_{+} ; X\right) \text { as } k \rightarrow \infty \text { if and only if }  \tag{2.1}\\
\max _{r \in[0, n]}\left\|x_{k}(r)-x(r)\right\|_{X} \rightarrow 0 \text { as } k \rightarrow \infty, \text { for all } n \in \mathbb{N} .
\end{array}\right.
$$

In other words, the sequence $\left\{x_{k}\right\}_{k}$ converges to the element $x$ in the space $C\left(\mathbb{R}_{+} ; X\right)$ if and only if it converges to $x$ in the space $C([0, n] ; X)$ for all $n \in \mathbb{N}, C([0, n] ; X)$ being the space of continuous functions defined on the compact interval $[0, n]$ with values in $X$, endowed with its canonical norm.

Let $\Omega \subset \mathbb{R}^{d}$ be an open bounded subset of $\mathbb{R}^{d}$ with a Lipschitz continuous boundary $\partial \Omega$ and let $\Gamma$ be a measurable subset of $\partial \Omega$. Below, we use the symbol $m(\Gamma)$ to denote the $d-1$ dimensional Lebesgue measure of $\Gamma$. Let $V$ be a closed subspace of $H^{1}\left(\Omega ; \mathbb{R}^{s}\right)$, $s \geqslant 1$, and let $H=L^{2}\left(\Omega ; \mathbb{R}^{s}\right)$. We denote the trace operator by $\gamma: V \rightarrow L^{2}\left(\Gamma ; \mathbb{R}^{s}\right)$, its norm in $\mathscr{L}\left(V, L^{2}\left(\Gamma ; \mathbb{R}^{s}\right)\right)$ by $\|\gamma\|$ and the adjoint operator to $\gamma$ by $\gamma^{*}: L^{2}\left(\Gamma ; \mathbb{R}^{s}\right) \rightarrow V^{*}$. From the theory of Sobolev spaces, we know that ( $V, H, V^{*}$ ) forms an evolution triple of spaces and the embedding $V \subset H$ is compact.

Consider the operators $A: V \rightarrow V^{*}, \mathscr{S}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; V^{*}\right), \mathscr{R}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow$ $C\left(\mathbb{R}_{+} ; L^{2}(\Gamma)\right)$, the functions $\varphi, j: \Gamma \times \mathbb{R}^{s} \rightarrow \mathbb{R}$ and $f: \mathbb{R}_{+} \rightarrow V^{*}$. The problem under consideration is to find a function $u: \mathbb{R}_{+} \rightarrow V$ such that

$$
\begin{align*}
& \langle A u(t), v-u(t)\rangle_{V^{*} \times V}+\langle(\mathscr{S} u)(t), v-u(t)\rangle_{V^{*} \times V} \\
& \quad+\int_{\Gamma}(\mathscr{R} u)(t)(\varphi(\gamma v)-\varphi(\gamma u(t))) d \Gamma \\
& \quad+\int_{\Gamma} j^{0}(\gamma u(t) ; \gamma v-\gamma u(t)) d \Gamma \geqslant\langle f(t), v-u(t)\rangle_{V^{*} \times V} \tag{2.2}
\end{align*}
$$

for all $v \in V$ and all $t \in \mathbb{R}_{+}$.
In the study of equation (2.2), we assume the following hypotheses:
$\left\{\begin{array}{l}A: V \rightarrow V^{*} \text { is such that } \\ \text { (a) } A \text { is pseudomonotone and there exists } \alpha> \\ \langle A v, v\rangle_{V^{*} \times V} \geqslant \alpha\|v\|_{V}^{2} \text { for all } v \in V ; \\ \text { (b) } A \text { is strongly monotone, i.e., there exists } m \\ \left\langle A v_{1}-A v_{2}, v_{1}-v_{2}\right\rangle_{V^{*} \times V} \geqslant m_{A}\left\|v_{1}-v_{2}\right\|_{V}^{2} \\ \text { for all } v_{1}, v_{2} \in V .\end{array}\right.$
$\left\{\begin{array}{l}\mathscr{S}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; V^{*}\right) \text { is such that } \\ \text { for every } n \in \mathbb{N} \text { there exists } s_{n}>0 \text { such that } \\ \left\|\left(\mathscr{S} u_{1}\right)(t)-\left(\mathscr{S} u_{2}\right)(t)\right\|_{V^{*}} \leqslant s_{n} \int_{0}^{t}\left\|u_{1}(s)-u_{2}(s)\right\|_{V} d s \\ \text { for all } u_{1}, u_{2} \in C\left(\mathbb{R}_{+} ; V\right), \text { for all } t \in[0, n] .\end{array}\right.$

$$
\begin{align*}
& \left(\mathscr{R}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; L^{2}(\Gamma)\right)\right. \text { is such that } \\
& \text { (a) for every } n \in \mathbb{N} \text { there exists } r_{n}>0 \text { such that } \\
& \left\|\left(\mathscr{R} u_{1}\right)(t)-\left(\mathscr{R} u_{2}\right)(t)\right\|_{L^{2}(\Gamma)} \leqslant r_{n} \int_{0}^{t}\left\|u_{1}(s)-u_{2}(s)\right\|_{V} d s  \tag{2.5}\\
& \text { for all } u_{1}, u_{2} \in C\left(\mathbb{R}_{+} ; V\right) \text {, for all } t \in[0, n] \text {; } \\
& \text { (b) }(\mathscr{R} u)(t) \geqslant 0 \text { a.e. on } \Gamma \text {, for all } u \in C\left(\mathbb{R}_{+} ; V\right) \text {, all } t \in \mathbb{R}_{+} \text {. } \\
& \left\{\begin{array}{l}
\varphi: \Gamma \times \mathbb{R}^{s} \rightarrow \mathbb{R} \text { is such that } \\
\text { (a) } \varphi(\cdot, \xi) \text { is measurable on } \Gamma \text { for all } \xi \in \mathbb{R}^{s} \text { and there exists }
\end{array}\right. \\
& \tilde{e} \in L^{2}\left(\Gamma ; \mathbb{R}^{s}\right) \text { such that } \varphi(\cdot \tilde{e}(\cdot)) \in L^{2}(\Gamma) ; \\
& \text { (b) } \varphi(\boldsymbol{x}, \cdot) \text { is convex for a.e. } \boldsymbol{x} \in \Gamma \text {; }  \tag{2.6}\\
& \text { (c) there exists } L_{\varphi}>0 \text { such that } \\
& \left|\varphi\left(\boldsymbol{x}, \xi_{1}\right)-\varphi\left(\boldsymbol{x}, \xi_{2}\right)\right| \leqslant L_{\varphi}\left\|\xi_{1}-\xi_{2}\right\|_{\mathbb{R}^{s}} \\
& \text { for all } \xi_{1}, \xi_{2} \in \mathbb{R}^{s} \text {, a.e. } \boldsymbol{x} \in \Gamma \text {. } \\
& \left(j: \Gamma \times \mathbb{R}^{s} \rightarrow \mathbb{R}\right. \text { is such that } \\
& \text { (a) } j(\cdot, \xi) \text { is measurable on } \Gamma \text { for all } \xi \in \mathbb{R}^{s} \text { and there exists } \\
& e \in L^{2}\left(\Gamma ; \mathbb{R}^{s}\right) \text { such that } j(\cdot, e(\cdot)) \in L^{1}(\Gamma) ; \\
& \text { (b) } j(\boldsymbol{x}, \cdot) \text { is locally Lipschitz on } \mathbb{R}^{s} \text { for a.e. } \boldsymbol{x} \in \Gamma \text {; } \\
& \text { (c) }\|\partial j(\boldsymbol{x}, \xi)\|_{\mathbb{R}^{s}} \leqslant c_{0}+c_{1}\|\xi\|_{\mathbb{R}^{s}} \text { for a.e. } \boldsymbol{x} \in \Gamma \text {, }  \tag{2.7}\\
& \text { all } \xi \in \mathbb{R}^{s} \text { with } c_{0}, c_{1} \geqslant 0 ; \\
& \text { (d) } j^{0}\left(\boldsymbol{x}, \xi_{1} ; \xi_{2}-\xi_{1}\right)+j^{0}\left(\boldsymbol{x}, \xi_{2} ; \xi_{1}-\xi_{2}\right) \leqslant \beta\left\|\xi_{1}-\xi_{2}\right\|_{\mathbb{R}^{s}}^{2} \\
& \text { for a.e. } \boldsymbol{x} \in \Gamma \text {, all } \xi_{1}, \xi_{2} \in \mathbb{R}^{s} \text { with } \beta \geqslant 0 \text {. } \\
& f \in C\left(\mathbb{R}_{+} ; V^{*}\right) . \tag{2.8}
\end{align*}
$$

Concerning the above assumptions we have the following comments. First, following the terminology in [33], conditions (2.4) and (2.5)(a) show that the operators $\mathscr{S}$ and $\mathscr{R}$ are history-dependent operators. On the other hand, we note that the function $\varphi$ is assumed to be convex with respect to its second argument, while the function $j$ is locally Lipschitz in the second argument and could be nonconvex. For this reason, inequality (2.2) represents, in fact, a variational-hemivariational inequality. To combine these two ingredients, we refer to inequality (2.2) as a history-dependent variational-hemivariational inequality.

We have the following existence and uniqueness result.
Theorem 1 Assume the hypotheses (2.3)-(2.8) and the smallness condition

$$
\begin{equation*}
\beta\|\gamma\|^{2}<m_{A} \tag{2.9}
\end{equation*}
$$

If one of the following hypotheses

$$
\begin{align*}
& \alpha>c_{1} \sqrt{2}\|\gamma\|^{2}  \tag{2.10}\\
& j^{0}(\boldsymbol{x}, \xi ;-\xi) \leqslant d\left(1+\|\xi\|_{\mathbb{R}^{s}}\right) \text { for all } \xi \in \mathbb{R}^{s}, \text { a.e. } \boldsymbol{x} \in \Gamma \text { with } d \geqslant 0 \tag{2.11}
\end{align*}
$$

is satisfied, then inequality (2.2) has a unique solution $u \in C\left(\mathbb{R}_{+} ; V\right)$.

The proof of Theorem 1 was given in [25]. It is based on arguments of surjectivity for pseudomonotone operators and a fixed point result for a special class of operators defined on the Fréchet space $C\left(\mathbb{R}_{+} ; V\right)$.

## 3 Continuous dependence on data

We now study the continuous dependence of the solution of the history-dependent variational-hemivariational inequality (2.2) with respect to the problem data. Assume in what follows that equations (2.3)-(2.8) hold and denote by $u \in C\left(\mathbb{R}_{+} ; V\right)$ the solution of equation (2.2) stated in Theorem 1 . For each $\rho>0$ let $\mathscr{S}_{\rho}, \mathscr{R}_{\rho}, j_{\rho}$ and $f_{\rho}$ represent perturbed data corresponding to $\mathscr{S}, \mathscr{R}, j$ and $f$, which satisfy conditions (2.4), (2.5), (2.7) and (2.8), respectively. We denote by $s_{\rho n}, r_{\rho n}$ the constants involved in assumptions (2.4) and (2.5), respectively, and $\beta_{\rho}$ will represent the constant involved in assumptions (2.7). In addition, assume that there exists $m_{0}$ such that

$$
\begin{equation*}
\beta_{\rho}\|\gamma\|^{2} \leqslant m_{0}<m_{A} \quad \text { for all } \rho>0 \tag{3.1}
\end{equation*}
$$

Then it follows from Theorem 1 that there exists a unique function $u_{\rho} \in C\left(\mathbb{R}_{+} ; V\right)$ such that

$$
\begin{align*}
& \left\langle A u_{\rho}(t), v-u_{\rho}(t)\right\rangle_{V^{*} \times V}+\left\langle\left(\mathscr{S}_{\rho} u_{\rho}\right)(t), v-u_{\rho}(t)\right\rangle_{V^{*} \times V} \\
& \quad+\int_{\Gamma}\left(\mathscr{R}_{\rho} u_{\rho}\right)(t)\left(\varphi(\gamma v)-\varphi\left(\gamma u_{\rho}(t)\right)\right) d \Gamma \\
& \quad+\int_{\Gamma} j_{\rho}^{0}\left(\gamma u_{\rho}(t) ; \gamma v-\gamma u_{\rho}(t)\right) d \Gamma \geqslant\left\langle f_{\rho}(t), v-u_{\rho}(t)\right\rangle_{V^{*} \times V} \tag{3.2}
\end{align*}
$$

for all $v \in V$ and all $t \in \mathbb{R}_{+}$.
Our interest lies in the behaviour of the solution $u_{\rho}$ as $\rho$ tends to zero. To this end we consider the following additional assumptions.

$$
\left\{\begin{array}{l}
\text { For each } n \in \mathbb{N} \text { there exist } G_{n}: C([0, n] ; V) \rightarrow \mathbb{R}_{+} \\
\text {and } g_{n}:(0, \infty) \rightarrow \mathbb{R}_{+} \text {such that } \\
\text { (a) }\left\|\left(\mathscr{S}_{\rho} u\right)(t)-\left(\mathscr{S}^{\prime} u\right)(t)\right\|_{V^{*}} \leqslant g_{n}(\rho) G_{n}(u)  \tag{3.3}\\
\quad \text { for all } u \in C\left(\mathbb{R}_{+} ; V\right) \text {, for all } t \in[0, n] \text {, for all } \rho>0 \text {. } \\
\text { (b) } g_{n}(\rho) \rightarrow 0 \quad \text { as } \rho \rightarrow 0 .
\end{array}\right.
$$

$\left\{\begin{array}{l}\text { For each } n \in \mathbb{N} \text { there exist } H_{n}: C([0, n] ; V) \rightarrow \mathbb{R}_{+} \\ \text {and } h_{n}:(0, \infty) \rightarrow \mathbb{R}_{+} \text {such that } \\ \text { (a) }\left\|\left(\mathscr{R}_{\rho} u\right)(t)-(\mathscr{R} u)(t)\right\|_{L^{2}(\Gamma)} \leqslant h_{n}(\rho) H_{n}(u) \\ \quad \text { for all } u \in C\left(\mathbb{R}_{+} ; V\right) \text {, for all } t \in[0, n], \text { for all } \rho>0 . \\ \text { (b) } h_{n}(\rho) \rightarrow 0 \text { as } \rho \rightarrow 0 .\end{array}\right.$
$\left\{\begin{array}{l}\text { There exist } K \in \mathbb{R}_{+} \text {and } k:(0, \infty) \rightarrow \mathbb{R}_{+} \text {such that } \\ \text { (a) } j^{0}(\boldsymbol{x}, \xi ; \eta)-j_{\rho}^{0}(\boldsymbol{x}, \xi ; \eta) \leqslant k(\rho)\left(\|\xi\|_{\mathbb{R}^{s}}+K\right)\|\eta\|_{\mathbb{R}^{s}} \\ \quad \text { for all } \xi, \eta \in \mathbb{R}^{s} \text {, a.e. } \boldsymbol{x} \in \Gamma \text {, for all } \rho>0 \text {. } \\ \text { (b) } k(\rho) \rightarrow 0 \text { as } \rho \rightarrow 0 .\end{array}\right.$

For each $n \in \mathbb{N}$ there exists $\widetilde{S}_{n}>0$ such that $s_{\rho n} \leqslant \widetilde{s}_{n} \quad \forall \rho>0$.
For each $n \in \mathbb{N}$ there exists $\widetilde{r}_{n}>0$ such that $r_{\rho n} \leqslant \widetilde{r}_{n} \quad \forall \rho>0$.
$f_{\rho} \rightarrow f \quad$ in $\quad C\left(\mathbb{R}_{+} ; V^{*}\right) \quad$ as $\rho \rightarrow 0$.
Examples of operators $\mathscr{S}$ and $\mathscr{S}_{\rho}, \mathscr{R}$ and $\mathscr{R}_{\rho}$ which satisfy conditions (3.3), (3.4), (3.6) and (3.7) will be provided in Section 6. Examples of functions $j$ and $j_{\rho}$ which satisfy the condition (3.5) have been provided in [13].

We have the following convergence result.

Theorem 2 Assume the hypotheses of Theorem 1. Moreover, let $\mathscr{S}_{\rho}, \mathscr{R}_{\rho}, j_{\rho}$ and $f_{\rho}$ satisfy assumptions of Theorem 1 and, in addition, assume that equations (3.1) and (3.3)-(3.8) hold. Then the solution $u_{\rho}$ of the inequality (3.2) converges to the solution $u$ of the inequality (2.2), i.e.,

$$
\begin{equation*}
u_{\rho} \rightarrow u \quad \text { in } \quad C\left(\mathbb{R}_{+} ; V\right) \quad \text { as } \rho \rightarrow 0 \tag{3.9}
\end{equation*}
$$

Proof. Let $\rho>0, n \in \mathbb{N}$ and $t \in[0, n]$. We take $v=u(t)$ in equation (3.2) and $v=u_{\rho}(t)$ in equation (2.2) and add the resulting inequalities to obtain

$$
\begin{align*}
\left\langle A u_{\rho}(t)\right. & \left.-A u(t), u_{\rho}(t)-u(t)\right\rangle_{V^{*} \times V} \\
\leqslant & \left\langle\left(\mathscr{S}_{\rho} u_{\rho}\right)(t)-\left(\mathscr{S}^{\prime} u\right)(t), u(t)-u_{\rho}(t)\right\rangle_{V^{*} \times V} \\
& +\int_{\Gamma}\left(\left(\mathscr{R}_{\rho} u_{\rho}\right)(t)-(\mathscr{R} u)(t)\right)\left(\varphi(\gamma u)-\varphi\left(\gamma u_{\rho}\right)\right) d \Gamma \\
& +\int_{\Gamma}\left(j_{\rho}^{0}\left(\gamma u_{\rho}(t) ; \gamma u(t)-\gamma u_{\rho}(t)\right)+j^{0}\left(\gamma u(t) ; \gamma u_{\rho}(t)-\gamma u(t)\right)\right) d \Gamma \\
& +\left\langle f_{\rho}(t)-f(t), u_{\rho}(t)-u(t)\right\rangle_{V^{*} \times V} . \tag{3.10}
\end{align*}
$$

Let us bound each term in equation (3.10). First, it follows from assumption (2.3)(b) that

$$
\begin{equation*}
\left\langle A u_{\rho}(t)-A u(t), u_{\rho}(t)-u(t)\right\rangle_{V^{*} \times V} \geqslant m_{A}\left\|u_{\rho}(t)-u(t)\right\|_{V}^{2} . \tag{3.11}
\end{equation*}
$$

Next, we write

$$
\begin{aligned}
&\left\langle\left(\mathscr{S}_{\rho} u_{\rho}\right)(t)-(\mathscr{S} u)(t), u(t)-u_{\rho}(t)\right\rangle_{V^{*} \times V} \\
&=\left\langle\left(\mathscr{S}_{\rho} u_{\rho}\right)(t)-\left(\mathscr{S}_{\rho} u\right)(t), u(t)-u_{\rho}(t)\right\rangle_{V^{*} \times V} \\
&+\left\langle\left(\mathscr{S}_{\rho} u\right)(t)-(\mathscr{S} u)(t), u(t)-u_{\rho}(t)\right\rangle_{V^{*} \times V} \\
& \leqslant\left(\left\|\left(\mathscr{S}_{\rho} u_{\rho}\right)(t)-\left(\mathscr{S}_{\rho} u\right)(t)\right\|_{V}+\left\|\left(\mathscr{S}_{\rho} u\right)(t)-(\mathscr{S} u)(t)\right\|\right)\left\|u_{\rho}(t)-u(t)\right\|_{V},
\end{aligned}
$$

then we use the assumptions (2.4), (3.3) and (3.6). As a result we find that

$$
\begin{align*}
& \left\langle\left(\mathscr{S}_{\rho} u_{\rho}\right)(t)-(\mathscr{S} u)(t), u(t)-u_{\rho}(t)\right\rangle_{V^{*} \times V} \\
& \quad \leqslant\left(\widetilde{s}_{n} \int_{0}^{t}\left\|u_{\rho}(s)-u(s)\right\|_{V} d s+g_{n}(\rho) G_{n}(u)\right)\left\|u_{\rho}(t)-u(t)\right\|_{V} . \tag{3.12}
\end{align*}
$$

Similar arguments, based on assumptions (2.5), (2.6), (3.4) and (3.7), lead to the inequality

$$
\begin{align*}
\int_{\Gamma} & \left(\left(\mathscr{R}_{\rho} u_{\rho}\right)(t)-(\mathscr{R} u)(t)\right)\left(\varphi(\gamma u)-\varphi\left(\gamma u_{\rho}\right)\right) d \Gamma \\
& \leqslant L_{\varphi}\|\gamma\|\left(\widetilde{r}_{n} \int_{0}^{t}\left\|u_{\rho}(s)-u(s)\right\|_{V} d s+h_{n}(\rho) H_{n}(u)\right)\left\|u_{\rho}(t)-u(t)\right\|_{V} \tag{3.13}
\end{align*}
$$

On the other hand, the property $(2.7)(\mathrm{d})$ of the function $j_{\rho}$ combined with assumption (3.5) yields

$$
\begin{aligned}
& \int_{\Gamma}\left(j_{\rho}^{0}\left(\gamma u_{\rho}(t) ; \gamma u(t)-\gamma u_{\rho}(t)\right)+j^{0}\left(\gamma u(t) ; \gamma u_{\rho}(t)-\gamma u(t)\right)\right) d \Gamma \\
&= \int_{\Gamma}\left(j_{\rho}^{0}\left(\gamma u_{\rho}(t) ; \gamma u(t)-\gamma u_{\rho}(t)\right)+j_{\rho}^{0}\left(\gamma u(t) ; \gamma u_{\rho}(t)-\gamma u(t)\right)\right) d \Gamma \\
& \quad+\int_{\Gamma}\left(j^{0}\left(\gamma u(t) ; \gamma u_{\rho}(t)-\gamma u(t)\right)-j_{\rho}^{0}\left(\gamma u(t) ; \gamma u_{\rho}(t)-\gamma u(t)\right)\right) d \Gamma \\
& \leqslant \beta_{\rho} \int_{\Gamma}\left\|\gamma u_{\rho}(t)-\gamma u(t)\right\|_{\mathbb{R}^{s}}^{2} d \Gamma+k(\rho) \int_{\Gamma}\left(\|\gamma u(t)\|_{\mathbb{R}^{s}}+K\right)\left\|\gamma u_{\rho}(t)-\gamma u(t)\right\|_{\mathbb{R}^{s}} d \Gamma .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \int_{\Gamma}\left(j_{\rho}^{0}\left(\gamma u_{\rho}(t) ; \gamma u(t)-\gamma u_{\rho}(t)\right)+j^{0}\left(\gamma u(t) ; \gamma u_{\rho}(t)-\gamma u(t)\right)\right) d \Gamma \\
& \leqslant \\
& \leqslant \beta_{\rho}\|\gamma\|^{2}\left\|u_{\rho}(t)-u(t)\right\|_{V}^{2} \\
& \quad+k(\rho)\|\gamma\|\left(\|\gamma\|\|u(t)\|_{V}+K \sqrt{m(\Gamma)}\right)\left\|u_{\rho}(t)-u(t)\right\|_{V}
\end{aligned}
$$

which implies that

$$
\begin{gather*}
\int_{\Gamma}\left(j_{\rho}^{0}\left(\gamma u_{\rho}(t) ; \gamma u(t)-\gamma u_{\rho}(t)\right)+j^{0}\left(\gamma u(t) ; \gamma u_{\rho}(t)-\gamma u(t)\right)\right) d \Gamma \\
\leqslant \beta_{\rho}\|\gamma\|^{2}\left\|u_{\rho}(t)-u(t)\right\|_{V}^{2}+k(\rho) F_{n}(u)\left\|u_{\rho}(t)-u(t)\right\|_{V} \tag{3.14}
\end{gather*}
$$

where

$$
F_{n}(u)=\max _{t \in[0, n]}\|\gamma\|\left(\|\gamma\|\|u(t)\|_{V}+K \sqrt{m(\Gamma)}\right)
$$

Finally, note that

$$
\begin{equation*}
\left\langle f_{\rho}(t)-f(t), u_{\rho}(t)-u(t)\right\rangle_{V^{*} \times V} \leqslant \delta_{n}(\rho)\left\|u_{\rho}(t)-u(t)\right\|_{V} \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{n}(\rho)=\max _{t \in[0, n]}\left\|f_{\rho}(t)-f(t)\right\|_{V^{*}} \tag{3.16}
\end{equation*}
$$

We now combine inequalities (3.10)-(3.15) to deduce that

$$
\begin{aligned}
\left(m_{A}-\beta_{\rho}\|\gamma\|^{2}\right)\left\|u_{\rho}(t)-u(t)\right\|_{V} \leqslant & \widetilde{s}_{n} \int_{0}^{t}\left\|u_{\rho}(s)-u(s)\right\|_{V} d s+g_{n}(\rho) G_{n}(u) \\
& +L_{\varphi}\|\gamma\| \widetilde{r}_{n} \int_{0}^{t}\left\|u_{\rho}(s)-u(s)\right\|_{V} d s \\
& +h_{n}(\rho) L_{\varphi}\|\gamma\| H_{n}(u)+k(\rho) F_{n}(u)+\delta_{n}(\rho)
\end{aligned}
$$

Denote

$$
\begin{aligned}
\zeta_{n} & =\frac{\widetilde{s}_{n}+L_{\varphi}\|\gamma\| \widetilde{r}_{n}}{m_{A}-m_{0}}, \\
m_{n}(\rho) & =\frac{1}{m_{A}-m_{0}}\left(g_{n}(\rho) G_{n}(u)+h_{n}(\rho) L_{\varphi}\|\gamma\| H_{n}(u)+k(\rho) F_{n}(u)+\delta_{n}(\rho)\right) .
\end{aligned}
$$

Then, using assumption (3.1) we see that

$$
\left\|u_{\rho}(t)-u(t)\right\|_{V} \leqslant \zeta_{n} \int_{0}^{t}\left\|u_{\rho}(s)-u(s)\right\|_{V} d s+m_{n}(\rho)
$$

Therefore, the Gronwall argument yields

$$
\left\|u_{\rho}(t)-u(t)\right\|_{V} \leqslant m_{n}(\rho) e^{\zeta_{n} t}
$$

We conclude from this inequality that

$$
\begin{equation*}
\max _{t \in[0, n]}\left\|u_{\rho}(t)-u(t)\right\|_{V} \leqslant m_{n}(\rho) e^{\zeta_{n} n} \tag{3.17}
\end{equation*}
$$

Note that assumption (3.8), definitions (2.1) and (3.16) imply that

$$
\begin{equation*}
\delta_{n}(\rho) \rightarrow 0 \quad \text { as } \rho \rightarrow 0 \tag{3.18}
\end{equation*}
$$

Therefore, using equations (3.3)(b), (3.4)(b), (3.5)(b) and (3.18), it follows from equation (3.17) that

$$
\begin{equation*}
\max _{t \in[0, n]}\left\|u_{\rho}(t)-u(t)\right\|_{V} \rightarrow 0 \quad \text { as } \rho \rightarrow 0 \tag{3.19}
\end{equation*}
$$

The convergence (3.9) is now a consequence of equations (3.19) and (2.1). This completes the proof of the theorem.

## 4 Analysis of a numerical method

In this section, we introduce and study a numerical scheme for the inequality (2.2) where the time variable is discretized by finite difference and the spatial variable by finite elements. We solve the inequality (2.2) on a time interval $[0, T]$. For simplicity in exposition, we use uniform partition of the time interval $[0, T]$ and comment that analysis of the numerical scheme can be extended in a straightforward way to the case of non-uniform partitions. For a positive integer $N$, let $k=T / N$ be the time step size and
define

$$
t_{n}=n k, \quad 0 \leqslant n \leqslant N .
$$

For a continuous function $v(t)$ with values in a function space, we write $v_{j}=v\left(t_{j}\right), 0 \leqslant$ $j \leqslant N$. Note that the condition (2.4) is satisfied for operators $\mathscr{S}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; V^{*}\right)$ of the form

$$
\begin{equation*}
(\mathscr{S} v)(t)=S\left(\int_{0}^{t} q(t, s) v(s) d s+a_{S}\right) \quad \text { for all } v \in C\left(\mathbb{R}_{+} ; V\right), t \in \mathbb{R}_{+} \tag{4.1}
\end{equation*}
$$

where $S \in \mathscr{L}\left(V, V^{*}\right), q \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+} ; \mathscr{L}(V)\right)$, $a_{S} \in V$. For an operator $\mathscr{S}$ of the form (4.1), we approximate the integral $\int_{0}^{t} q(t, s) v(s) d s$ by numerical integration. We take the trapezoidal rule as an example for the discretization of the time integration. All the discussion and results below can be extended to schemes based on other numerical quadratures. Recall the trapezoidal rule

$$
\begin{equation*}
\int_{0}^{t_{n}} z(s) d s \approx k \sum_{j=0}^{n} z\left(t_{j}\right) \tag{4.2}
\end{equation*}
$$

where a prime indicates that the first and last terms in the summation are to be halved. Then the operator $\mathscr{S}_{n}:=\mathscr{S}\left(t_{n}\right)$ is approximated by $\mathscr{S}_{n}^{k}$ defined as follows:

$$
\begin{equation*}
\mathscr{S}_{n}^{k} v^{k}:=S\left(k \sum_{j=0}^{n} q\left(t_{n}, t_{j}\right) v_{j}^{k}+a_{S}\right) \quad \text { for } 0 \leqslant n \leqslant N, v^{k}=\left\{v_{j}^{k}\right\}_{j=0}^{N} . \tag{4.3}
\end{equation*}
$$

While it is possible to consider numerical methods for the problem (2.2) for a general operator $\mathscr{R}$ satisfying the condition (2.5), in the following we focus on the special case where

$$
\begin{equation*}
\mathscr{R} v=R_{0} \in L^{2}(\Gamma), \quad R_{0} \geqslant 0 \text { a.e. on } \Gamma, \tag{4.4}
\end{equation*}
$$

for which an optimal order error estimate will be derived for the linear element solution.
For the spatial discretization, we let $\left\{V^{h}\right\}_{h>0}$ be a family of finite dimensional subspaces of $V$, indexed by a discretization parameter $h>0$. Then the fully discrete scheme for the problem (2.2) is to find the discrete solution $u^{k h}:=\left\{u_{n}^{k h}\right\}_{n=0}^{N} \subset V^{h}$ such that

$$
\begin{align*}
& \left\langle A u_{n}^{h k}, v^{h}-u_{n}^{h k}\right\rangle+\left\langle\mathscr{S}_{n}^{k} u^{h k}, v^{h}-u_{n}^{h k}\right\rangle+\int_{\Gamma} R_{0}\left(\varphi\left(\gamma v^{h}\right)-\varphi\left(\gamma u_{n}^{h k}\right)\right) d \Gamma \\
& \quad+\int_{\Gamma} j^{0}\left(\gamma u_{n}^{h k} ; \gamma v^{h}-\gamma u_{n}^{h k}\right) d \Gamma \geqslant\left\langle f_{n}, v^{h}-u_{n}^{h k}\right\rangle \quad \text { for all } v^{h} \in V^{h} \tag{4.5}
\end{align*}
$$

Here and below, we use $\langle\cdot, \cdot\rangle$ to stand for $\langle\cdot, \cdot\rangle_{V^{*} \times V}$. It can be shown that under the assumptions of Theorem 1, the discrete problem has a unique solution $u^{h k}$. The rest of the section is devoted to an error estimation.

Consider the inequality (2.2) at $t=t_{n}$, which takes the form

$$
\begin{align*}
& \left\langle A u_{n}, v-u_{n}\right\rangle+\left\langle\mathscr{S}_{n} u, v-u_{n}\right\rangle+\int_{\Gamma} R_{0}\left(\varphi(\gamma v)-\varphi\left(\gamma u_{n}\right)\right) d \Gamma \\
& \quad+\int_{\Gamma} j^{0}\left(\gamma u_{n} ; \gamma v-\gamma u_{n}\right) d \Gamma \geqslant\left\langle f_{n}, v-u_{n}\right\rangle \quad \text { for all } v \in V . \tag{4.6}
\end{align*}
$$

For any $v^{h} \in V^{h}$, write

$$
\begin{aligned}
\left\langle A u_{n}-A u_{n}^{h k}, u_{n}-u_{n}^{h k}\right\rangle= & \left\langle A u_{n}, u_{n}-u_{n}^{h k}\right\rangle-\left\langle A u_{n}^{h k}, v^{h}-u_{n}^{h k}\right\rangle \\
& -\left\langle A u_{n}^{h k}, u_{n}-v^{h}\right\rangle
\end{aligned}
$$

Apply equation (4.6) with $v=u_{n}^{h k}$ to the first term on the right side and apply equation (4.5) with an arbitrary $v^{h} \in V^{h}$ to the second term on the right side to obtain

$$
\begin{align*}
\left\langle A u_{n}\right. & \left.-A u_{n}^{h k}, u_{n}-u_{n}^{h k}\right\rangle \\
\leqslant & \left\langle A u_{n}-A u_{n}^{h k}, u_{n}-v^{h}\right\rangle \\
& +\left\langle A u_{n}, v^{h}-u_{n}\right\rangle+\left\langle\mathscr{S}_{n} u, v^{h}-u_{n}\right\rangle-\left\langle f_{n}, v^{h}-u_{n}\right\rangle \\
& +\left\langle\mathscr{S}_{n} u, u_{n}^{h k}-v^{h}\right\rangle+\left\langle\mathscr{S}_{n}^{k} u^{h k}, v^{h}-u_{n}^{h k}\right\rangle \\
& +\int_{\Gamma} R_{0}\left[\varphi\left(\gamma v^{h}\right)-\varphi\left(\gamma u_{n}\right)\right] d \Gamma \\
& +\int_{\Gamma}\left[j^{0}\left(\gamma u_{n} ; \gamma u_{n}^{h k}-\gamma u_{n}\right)+j^{0}\left(\gamma u_{n}^{h k} ; \gamma v^{h}-\gamma u_{n}^{h k}\right)\right] d \Gamma . \tag{4.7}
\end{align*}
$$

To proceed further, we replace $v$ by $2 u_{n}-v$ in equation (4.6) and get

$$
\begin{aligned}
& \left\langle A u_{n}, v-u_{n}\right\rangle+\left\langle\mathscr{S}_{n} u, v-u_{n}\right\rangle-\left\langle f_{n}, v-u_{n}\right\rangle \\
& \quad \leqslant \int_{\Gamma}\left[R_{0}\left(\varphi\left(2 \gamma u_{n}-\gamma v\right)-\varphi\left(\gamma u_{n}\right)\right)+j^{0}\left(\gamma u_{n} ; \gamma u_{n}-\gamma v\right)\right] d \Gamma .
\end{aligned}
$$

We use this inequality with $v=v^{h}$ in equation (4.7),

$$
\begin{equation*}
\left\langle A u_{n}-A u_{n}^{h k}, u_{n}-u_{n}^{h k}\right\rangle \leqslant\left\langle A u_{n}-A u_{n}^{h k}, u_{n}-v^{h}\right\rangle+I_{\mathscr{S}, n}+I_{\mathscr{R}, n}+I_{j, n}, \tag{4.8}
\end{equation*}
$$

where

$$
\begin{align*}
I_{\mathscr{S}, n} & =\left\langle\mathscr{S}_{n} u-\mathscr{S}_{n}^{k} u^{h k}, u_{n}^{h k}-v^{h}\right\rangle  \tag{4.9}\\
I_{\mathscr{R}, n} & =\int_{\Gamma} R_{0}\left(\varphi\left(\gamma v^{h}\right)+\varphi\left(2 \gamma u_{n}-\gamma v^{h}\right)-2 \varphi\left(\gamma u_{n}\right)\right) d \Gamma  \tag{4.10}\\
I_{j, n} & =\int_{\Gamma}\left[j^{0}\left(\gamma u_{n} ; \gamma u_{n}-\gamma v^{h}\right)+j^{0}\left(\gamma u_{n} ; \gamma u_{n}^{h k}-\gamma u_{n}\right)+j^{0}\left(\gamma u_{n}^{h k} ; \gamma v^{h}-\gamma u_{n}^{h k}\right)\right] d \Gamma . \tag{4.11}
\end{align*}
$$

We now bound each of the terms defined in equations (4.9)-(4.11). First, write

$$
\left\|\mathscr{S}_{n} u-\mathscr{S}_{n}^{k} u^{h k}\right\|_{V} \leqslant\left\|\mathscr{S}_{n} u-\mathscr{S}_{n}^{k} u\right\|_{V}+\left\|\mathscr{S}_{n}^{k} u-\mathscr{S}_{n}^{h k} u^{h k}\right\|_{V}
$$

We will assume the regularities

$$
\begin{equation*}
q \in C^{2}\left(\mathbb{R}_{+} \times \mathbb{R}_{+} ; \mathscr{L}(V)\right), \quad u \in W^{2, \infty}\left(\mathbb{R}_{+} ; V\right) \tag{4.12}
\end{equation*}
$$

Then following [19], we have

$$
\begin{aligned}
\left\|\mathscr{S}_{n} u-\mathscr{S}_{n}^{k} u\right\|_{V} & \leqslant c k^{2}\|u\|_{W^{2, \infty}(0, T ; V)} \\
\left\|\mathscr{S}_{n}^{k} u-\mathscr{S}_{n}^{k} u^{h k}\right\|_{V} & \leqslant c k \sum_{j=0}^{n}\left\|u_{j}-u_{j}^{h k}\right\| .
\end{aligned}
$$

So

$$
\begin{equation*}
\left|I_{\mathscr{S}, n}\right| \leqslant c\left(k^{2}\|u\|_{W^{2, \infty}(0, T ; V)}+k \sum_{j=0}^{n}\left\|u_{j}-u_{j}^{h k}\right\|_{V}\right)\left\|u_{n}^{h k}-v^{h}\right\|_{V} . \tag{4.13}
\end{equation*}
$$

The term $I_{\mathscr{R}, n}$ of equation (4.10) is bounded as follows:

$$
\begin{equation*}
\left|I_{\mathscr{R}, n}\right| \leqslant c L_{\varphi}\left\|v^{h}-u_{n}\right\|_{L^{2}(\Gamma)} . \tag{4.14}
\end{equation*}
$$

To bound $I_{j, n}$ of equation (4.11), we first write

$$
j^{0}\left(\gamma u_{n}^{h k} ; \gamma v^{h}-\gamma u_{n}^{h k}\right) \leqslant j^{0}\left(\gamma u_{n}^{h k} ; \gamma v^{h}-\gamma u_{n}\right)+j^{0}\left(\gamma u_{n}^{h k} ; \gamma u_{n}-\gamma u_{n}^{h k}\right) .
$$

Note that, by equation (2.7) (d), we have

$$
j^{0}\left(\gamma u_{n} ; \gamma u_{n}^{h k}-\gamma u_{n}\right)+j^{0}\left(\gamma u_{n}^{h k} ; \gamma u_{n}-\gamma u_{n}^{h k}\right) \leqslant \beta\|\gamma\|^{2}\left\|u_{n}-u_{n}^{h k}\right\|_{V}^{2}
$$

We assume additionally that $j(\boldsymbol{x}, \cdot)$ is locally Lipschitz on $\mathbb{R}^{s}$ for a.e. $\boldsymbol{x} \in \Gamma$, with a Lipschitz constant $L_{j}>0$ independent of $\boldsymbol{x}$. Then,

$$
\begin{array}{r}
j^{0}\left(\gamma u_{n}^{h k} ; \gamma v^{h}-\gamma u_{n}\right) \leqslant L_{j}\left\|v^{h}-u_{n}\right\|_{L^{2}(\Gamma)}, \\
j^{0}\left(\gamma u_{n} ; \gamma u_{n}-\gamma v^{h}\right) \leqslant L_{j}\left\|v^{h}-u_{n}\right\|_{L^{2}(\Gamma)} .
\end{array}
$$

Therefore,

$$
\begin{equation*}
\left|I_{j, n}\right| \leqslant \beta\|\gamma\|^{2}\left\|u_{n}-u_{n}^{h k}\right\|_{V}^{2}+c\left\|u_{n}-v^{h}\right\|_{L^{2}(\Gamma)} . \tag{4.15}
\end{equation*}
$$

In addition to equation (2.3), we further assume that $A: V \rightarrow V^{*}$ is Lipschitz continuous. Then from equations (2.3)(b), (4.8), (4.13)-(4.15), we have the inequality

$$
\begin{aligned}
m_{A}\left\|u_{n}-u_{n}^{h k}\right\|_{V}^{2} \leqslant & c\left\|u_{n}-u_{n}^{h k}\right\|_{V}\left\|u_{n}-v^{h}\right\|_{V}+\beta\|\gamma\|^{2}\left\|u_{n}-u_{n}^{h k}\right\|_{V}^{2}+c\left\|u_{n}-v^{h}\right\|_{L^{2}(\Gamma)} \\
& +c\left(k^{2}\|u\|_{W^{2, \infty}(0, T ; V)}+k \sum_{j=0}^{n}\left\|u_{j}-u_{j}^{h k}\right\|_{V}\right)\left\|u_{n}^{h k}-v^{h}\right\|_{V}
\end{aligned}
$$

Here and below, $c$ represents a constant independent of $h, k$ whose value may change from place to place. Using the smallness assumption (2.9), the above inequality yields

$$
\begin{align*}
\left\|u_{n}-u_{n}^{h k}\right\|_{V} \leqslant & c\left(\left\|u_{n}-v^{h}\right\|_{V}+\left\|u_{n}-v^{h}\right\|_{L^{2}(\Gamma)}^{1 / 2}\right. \\
& \left.+k^{2}\|u\|_{W^{2, \infty}(0, T ; V)}+k \sum_{j=0}^{n}\left\|u_{j}-u_{j}^{h k}\right\|_{V}\right), \quad 0 \leqslant n \leqslant N . \tag{4.16}
\end{align*}
$$

We recall a discrete Gronwall's inequality ([15]). Let $\left\{e_{n}\right\}_{n=0}^{N}$ and $\left\{g_{n}\right\}_{n=0}^{N}$ be two sequences of non-negative numbers with

$$
e_{n} \leqslant c_{1} g_{n}+c_{2} k \sum_{j=0}^{n} e_{j}, \quad 0 \leqslant n \leqslant N
$$

where $c_{1}$ and $c_{2}$ are constants. Then for some constant $c_{3}$, we have

$$
\max _{0 \leqslant n \leqslant N} e_{n} \leqslant c_{3} \max _{0 \leqslant n \leqslant N} g_{n}
$$

Applying the discrete Gronwall's inequality, we conclude from equation (4.16) that

$$
\begin{gather*}
\max _{0 \leqslant n \leqslant N}\left\|u_{n}-u_{n}^{h k}\right\|_{V} \leqslant \\
c \max _{0 \leqslant n \leqslant N} \inf _{v^{h} \in V^{h}}\left(\left\|u_{n}-v^{h}\right\|_{V}+\left\|u_{n}-v^{h}\right\|_{L^{2}(\Gamma)}^{1 / 2}\right)  \tag{4.17}\\
+c k^{2}\|u\|_{W^{2, \infty}(0, T ; V) .}
\end{gather*}
$$

Summarizing the above arguments, we have the following result.

Theorem 3 Assume the conditions stated in Theorem 1. Moreover, assume $A: V \rightarrow V^{*}$ is Lipschitz continuous, $j(\boldsymbol{x}, \cdot)$ is locally Lipschitz on $\mathbb{R}^{s}$ for a.e. $\boldsymbol{x} \in \Gamma$ with a Lipschitz constant independent of $\boldsymbol{x}$, and consider the particular cases (4.1) and (4.4). Then under the regularity assumptions (4.12), we have the error bound (4.17).

The error bound (4.17) leads to convergence order error estimates, as will be seen in Section 6.

## 5 A frictional contact problem

A large number of quasistatic contact problems with elastic, viscoelastic or viscoplastic materials lead to a variational-hemivariational inequality of the form (2.2) in which the unknown is either the displacement or the velocity field. For a variety of such inequalities, the results in Sections 3 and 4 can be applied. We illustrate this point here on a viscoelastic contact problem. To this end, we need some specific notation that we present in what follows.

Given $d \in \mathbb{N}$, we use the symbol $\mathbb{S}^{d}$ for the space of second-order symmetric tensors on $\mathbb{R}^{d}$ or, equivalently, the space of symmetric matrices of order $d$. The canonical inner products and the corresponding norms on $\mathbb{R}^{d}$ and $\mathbb{S}^{d}$ are given by

$$
\begin{aligned}
\boldsymbol{u} \cdot \boldsymbol{v} & =u_{i} v_{i}, \quad\|\boldsymbol{v}\|=(\boldsymbol{v} \cdot \boldsymbol{v})^{1 / 2} \quad \text { for all } \boldsymbol{u}=\left(u_{i}\right), \quad \boldsymbol{v}=\left(v_{i}\right) \in \mathbb{R}^{d}, \\
\boldsymbol{\sigma} \cdot \boldsymbol{\tau} & =\sigma_{i j} \tau_{i j}, \quad\|\boldsymbol{\tau}\|=(\tau \cdot \tau)^{1 / 2} \quad \text { for all } \boldsymbol{\sigma}=\left(\sigma_{i j}\right), \quad \tau=\left(\tau_{i j}\right) \in \mathbb{S}^{d},
\end{aligned}
$$

respectively. Everywhere below $\Omega$ will represents a regular domain of $\mathbb{R}^{d}(d=2,3)$ with boundary $\partial \Omega$ partitioned into three disjoint measurable parts $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$, such that the measure of $\Gamma_{1}$, denoted $m\left(\Gamma_{1}\right)$, is positive. We use the notation $\boldsymbol{x}=\left(x_{i}\right)$ for a typical point in $\Omega \cup \partial \Omega$ and we denote by $\boldsymbol{v}=\left(v_{i}\right)$ the outward unit normal at $\partial \Omega$. Here and below, the indices $i, j, k, l$ run between 1 and $d$ and, unless stated otherwise, the summation
convention over repeated indices is used. An index following a comma indicates a partial derivative with respect to the corresponding component of the spatial variable $\boldsymbol{x}$. We denote by $\boldsymbol{u}=\left(u_{i}\right), \boldsymbol{\sigma}=\left(\sigma_{i j}\right)$, and $\boldsymbol{\varepsilon}(\boldsymbol{u})=\left(\varepsilon_{i j}(\boldsymbol{u})\right)$ the displacement vector, the stress tensor, and linearized strain tensor, respectively. Sometimes we do not indicate explicitly the dependence of the variables on the spatial variable $\boldsymbol{x}$. Recall that the components of the linearized strain tensor $\varepsilon(\boldsymbol{u})$ are given by

$$
\varepsilon_{i j}(\boldsymbol{u})=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right),
$$

where $u_{i, j}=\partial u_{i} / \partial x_{j}$. For a vector field, we use the notation $v_{v}$ and $\boldsymbol{v}_{\tau}$ for the normal and tangential components of $\boldsymbol{v}$ on $\partial \Omega$ given by $v_{v}=\boldsymbol{v} \cdot \boldsymbol{v}$ and $\boldsymbol{v}_{\tau}=\boldsymbol{v}-v_{v} \boldsymbol{v}$. The normal and tangential components of the stress field $\boldsymbol{\sigma}$ on the boundary are defined by $\sigma_{v}=(\boldsymbol{\sigma} \boldsymbol{v}) \cdot \boldsymbol{v}$ and $\boldsymbol{\sigma}_{\tau}=\boldsymbol{\sigma} \boldsymbol{v}-\sigma_{v} \boldsymbol{v}$, respectively.

The physical setting is the following. A viscoelastic body occupies, in its reference configuration, a regular domain $\Omega$. The body is clamped on $\Gamma_{1}$ and so the displacement field vanishes there. Time-dependent surface tractions of density $\boldsymbol{f}_{2}$ act on $\Gamma_{2}$ and timedependent volume forces of density $\boldsymbol{f}_{0}$ act in $\Omega$. The body is in permanent contact on $\Gamma_{3}$ with a device, say a piston. The contact is modelled with a nonmonotone normal compliance condition associated with a total slip-dependent version of Coulomb's law of dry friction. We are interested in the equilibrium process of the mechanical state of the body, in the time interval of interest $\mathbb{R}_{+}$. Then, the mathematical model of the contact problem is stated as follows.

Problem 4 Find a displacement field $\boldsymbol{u}: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{d}$ and a stress field $\boldsymbol{\sigma}: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{S}^{d}$ such that

$$
\begin{align*}
\boldsymbol{\sigma}(t) & =\mathscr{A} \varepsilon(\boldsymbol{u}(t))+\int_{0}^{t} \mathscr{B}(t-s) \boldsymbol{\varepsilon}(\boldsymbol{u}(s)) d s & & \text { in } \Omega,  \tag{5.1}\\
\operatorname{Div} \boldsymbol{\sigma}(t)+\boldsymbol{f}_{0}(t) & =\mathbf{0} & & \text { in } \Omega,  \tag{5.2}\\
\boldsymbol{u}(t) & =\mathbf{0} & & \text { on } \Gamma_{1},  \tag{5.3}\\
\boldsymbol{\sigma}(t) \boldsymbol{v} & =\boldsymbol{f}_{2}(t) & & \text { on } \Gamma_{2},  \tag{5.4}\\
-\sigma_{v}(t) & \in \partial j_{v}\left(u_{v}(t)\right) & & \text { on } \Gamma_{3},  \tag{5.5}\\
\left\|\boldsymbol{\sigma}_{\tau}(t)\right\| & \leqslant F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right), & & \\
-\boldsymbol{\sigma}_{\tau} & =F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right) \frac{\boldsymbol{u}_{\tau}(t)}{\left\|\boldsymbol{u}_{\tau}(t)\right\|} \text { if } \boldsymbol{u}_{\tau}(t) \neq \mathbf{0} & & \text { on } \Gamma_{3} . \tag{5.6}
\end{align*}
$$

for all $t \in \mathbb{R}_{+}$.
We now present a short description of the equations and conditions in Problem 4 and we refer the reader to $[15,24,32]$ for more details and mechanical interpretation. Equation (5.1) is the constitutive law for viscoelastic materials in which $\mathscr{A}$ represents the elasticity operator and $\mathscr{B}$ is the relaxation tensor. Equation (5.2) is the equilibrium equation for the
quasistatic contact process. On $\Gamma_{1}$, we have the clamped boundary condition (5.3) and, on $\Gamma_{2}$, the surface traction boundary condition (5.4). Relation (5.5) is the contact condition in which $\partial j_{v}$ denotes the Clarke subdifferential of a given function $j_{v}$, and equation (5.6) represents a version of Coulomb's law of dry friction in which $F_{b}$ is a given positive function, the friction bound.

Note that the friction bound is assumed to depend on the quantity

$$
S(\boldsymbol{x}, t)=\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(\boldsymbol{x}, s)\right\| d s
$$

which represents the total slip (or, alternatively, the accumulated slip) at the point $\boldsymbol{x} \in \Gamma_{3}$ over the time period $[0, t]$. Considering such a dependence is reasonable from the physical point of view, since it incorporates the changes on the contact surface resulting from sliding. Indeed, when slip arises the asperities of the contact surface are flattening and, therefore, the friction bound evolves and, usually, it decreases. Moreover, considering such a dependence makes the frictional contact model more interesting from a mathematical point of view.

In the study of Problem 4, we use standard notation for Lebesgue and Sobolev spaces. For all $\boldsymbol{v} \in H^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ we still denote by $\boldsymbol{v}$ the trace of $\boldsymbol{v}$ on $\partial \Omega$ and, recall, we use the notation $v_{v}$ and $\boldsymbol{v}_{\tau}$ for its normal and tangential traces. In addition, we introduce spaces $V$ and $\mathscr{H}$ defined by

$$
\begin{aligned}
& V=\left\{\boldsymbol{v}=\left(v_{i}\right) \in H^{1}\left(\Omega ; \mathbb{R}^{d}\right) \mid \boldsymbol{v}=\mathbf{0} \text { a.e. on } \Gamma_{1}\right\}, \\
& \mathscr{H}=\left\{\tau=\left(\tau_{i j}\right) \in L^{2}\left(\Omega ; \mathbb{S}^{d}\right) \mid \tau_{i j}=\tau_{j i}, 1 \leqslant i, j \leqslant d\right\} .
\end{aligned}
$$

The space $\mathscr{H}$ is a real Hilbert space with the canonical inner product given by

$$
(\boldsymbol{\sigma}, \tau)_{\mathscr{H}}=\int_{\Omega} \sigma_{i j}(\boldsymbol{x}) \tau_{i j}(\boldsymbol{x}) d x
$$

and the associated norm $\|\cdot\|_{\mathscr{H}}$. Since $m\left(\Gamma_{1}\right)>0$, it is well known that $V$ is a real Hilbert space with the inner product

$$
\begin{equation*}
(\boldsymbol{u}, \boldsymbol{v})_{V}=(\varepsilon(\boldsymbol{u}), \boldsymbol{\varepsilon}(\boldsymbol{v}))_{\mathscr{H}}, \quad \boldsymbol{u}, \boldsymbol{v} \in V \tag{5.7}
\end{equation*}
$$

and the associated norm $\|\cdot\|_{V}$. Moreover, by the Sobolev trace theorem we have

$$
\begin{equation*}
\|\boldsymbol{v}\|_{L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)} \leqslant\|\gamma\|\|\boldsymbol{v}\|_{V} \quad \text { for all } \boldsymbol{v} \in V . \tag{5.8}
\end{equation*}
$$

Here and below, $\|\gamma\|$ represents the norm of the trace operator $\gamma: V \rightarrow L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$.
Finally, we denote by $\mathbf{Q}_{\infty}$ the space of fourth-order tensor fields given by

$$
\mathbf{Q}_{\infty}=\left\{\mathscr{E}=\left(\mathscr{E}_{i j k l}\right) \mid \mathscr{E}_{i j k l}=\mathscr{E}_{j i k l}=\mathscr{E}_{k l i j} \in L^{\infty}(\Omega), \quad 1 \leqslant i, j, k, l \leqslant d\right\}
$$

We note that $\mathbf{Q}_{\infty}$ is a real Banach space with the norm

$$
\|\mathscr{E}\|_{\mathbf{Q}_{\infty}}=\sum_{0 \leqslant i, j, k, l \leqslant d}\left\|\mathscr{E}_{i j k l}\right\|_{L^{\infty}(\Omega)} .
$$

Moreover, a simple calculation shows that

$$
\begin{equation*}
\|\mathscr{E} \tau\|_{\mathscr{H}} \leqslant\|\mathscr{E}\|_{\mathbf{Q}_{\infty}}\|\tau\|_{\mathscr{H}} \quad \text { for all } \mathscr{E} \in \mathbf{Q}_{\infty}, \tau \in \mathscr{H} \tag{5.9}
\end{equation*}
$$

To derive a variational formulation of Problem 4, we list assumptions on the problem data. First, we assume that the elasticity operator $\mathscr{A}$ and the relaxation tensor $\mathscr{B}$ satisfy the following conditions.

$$
\left\{\begin{array}{l}
\mathscr{A}: \Omega \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d} \text { is such that } \\
\text { (a) there exists } L_{\mathscr{A}}>0 \text { such that } \\
\left\|\mathscr{A}\left(\boldsymbol{x}, \boldsymbol{\varepsilon}_{1}\right)-\mathscr{A}\left(\boldsymbol{x}, \boldsymbol{\varepsilon}_{2}\right)\right\| \leqslant L_{\mathscr{A}}\left\|\boldsymbol{\varepsilon}_{1}-\boldsymbol{\varepsilon}_{2}\right\| \\
\text { for all } \boldsymbol{\varepsilon}_{1}, \boldsymbol{\varepsilon}_{2} \in \mathbb{S}^{d}, \text { a.e. } \boldsymbol{x} \in \Omega . \\
\text { (b) there exists } m_{\mathscr{A}}>0 \text { such that } \\
\left(\mathscr{A}\left(\boldsymbol{x}, \boldsymbol{\varepsilon}_{1}\right)-\mathscr{A}\left(\boldsymbol{x}, \boldsymbol{\varepsilon}_{2}\right)\right) \cdot\left(\boldsymbol{\varepsilon}_{1}-\boldsymbol{\varepsilon}_{2}\right) \geqslant m_{\mathscr{A}}\left\|\boldsymbol{\varepsilon}_{1}-\boldsymbol{\varepsilon}_{2}\right\|^{2} \\
\text { for all } \varepsilon_{1}, \boldsymbol{\varepsilon}_{2} \in \mathbb{S}^{d}, \text { a.e. } \boldsymbol{x} \in \Omega . \\
\text { (c) the mapping } \boldsymbol{x} \mapsto \mathscr{A}(\boldsymbol{x}, \boldsymbol{\varepsilon}) \text { is measurable on } \Omega, \\
\text { for all } \boldsymbol{\varepsilon} \in \mathbb{S}^{d} . \\
\text { (d) } \mathscr{A}(\boldsymbol{x}, \mathbf{0})=\mathbf{0} \text { a.e. } \boldsymbol{x} \in \Omega .  \tag{5.11}\\
\mathscr{B} \in C\left(\mathbb{R}_{+} ; \mathbf{Q}_{\infty}\right) .
\end{array}\right.
$$

The potential function $j_{v}$ and the friction bound $F_{b}$ satisfy

$$
\begin{align*}
& \left\{\begin{array}{l}
j_{v}: \Gamma_{3} \times \mathbb{R} \rightarrow \mathbb{R} \text { is such that } \\
\text { (a) } j_{v}(\cdot, r) \text { is measurable on } \Gamma_{3} \text { for all } r \in \mathbb{R} \text { and there } \\
\text { exists } \bar{e} \in L^{2}\left(\Gamma_{3}\right) \text { such that } j_{v}(\cdot, \bar{e}(\cdot)) \in L^{1}\left(\Gamma_{3}\right) . \\
\text { (b) } j_{v}(\boldsymbol{x}, \cdot) \text { is locally Lipschitz on } \mathbb{R} \text { for a.e. } \boldsymbol{x} \in \Gamma_{3} \text {. } \\
\text { (c) }\left|\partial j_{v}(\boldsymbol{x}, r)\right| \leqslant \bar{c}_{0}+\bar{c}_{1}|r| \text { for a.e. } \boldsymbol{x} \in \Gamma_{3}, \\
\text { for all } r \in \mathbb{R} \text { with } \bar{c}_{0}, \bar{c}_{1} \geqslant 0 \text {. } \\
\text { (d) } j_{v}^{0}\left(\boldsymbol{x}, r_{1} ; r_{2}-r_{1}\right)+j_{v}^{0}\left(\boldsymbol{x}, r_{2} ; r_{1}-r_{2}\right) \leqslant \bar{\beta}\left|r_{1}-r_{2}\right|^{2} \\
\text { for a.e. } \boldsymbol{x} \in \Gamma_{3}, \text { all } r_{1}, r_{2} \in \mathbb{R} \text { with } \bar{\beta} \geqslant 0 \text {. }
\end{array}\right. \\
& \left\{\begin{array}{l}
F_{b}: \Gamma_{3} \times \mathbb{R} \rightarrow \mathbb{R}_{+} \text {is such that } \\
\text { (a) there exists } L_{F_{b}}>0 \text { such that } \\
\left|F_{b}\left(\boldsymbol{x}, r_{1}\right)-F_{b}\left(\boldsymbol{x}, r_{2}\right)\right| \leqslant L_{F_{b}}\left|r_{1}-r_{2}\right| \\
\text { for all } r_{1}, r_{2} \in \mathbb{R}, \text { a.e. } \boldsymbol{x} \in \Gamma_{3} . \\
\text { (b) the mapping } \boldsymbol{x} \mapsto F_{b}(\boldsymbol{x}, r) \text { is measurable on } \Gamma_{3}, \\
\text { for any } r \in \mathbb{R} . \\
\text { (c) } F_{b}(\boldsymbol{x}, 0)=0 \text { a.e. } \boldsymbol{x} \in \Gamma_{3} .
\end{array}\right.
\end{align*}
$$

Finally, we assume that the densities of body forces and surface tractions have the regularity

$$
\begin{equation*}
\boldsymbol{f}_{0} \in C\left(\mathbb{R}_{+} ; L^{2}\left(\Omega ; \mathbb{R}^{d}\right)\right), \quad \boldsymbol{f}_{2} \in C\left(\mathbb{R}_{+} ; L^{2}\left(\Gamma_{2} ; \mathbb{R}^{d}\right)\right) \tag{5.14}
\end{equation*}
$$

We now turn to the variational formulation of Problem 4. Let $\boldsymbol{v} \in V$ and $t \in \mathbb{R}_{+}$. We perform integrations by parts, decompose the resulting surface integral on three integrals on $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$ and then we use the boundary conditions (5.3), (5.4) and the equation (5.2) to obtain

$$
\begin{align*}
\int_{\Omega} \boldsymbol{\sigma}(t) \cdot(\varepsilon(\boldsymbol{v})-\boldsymbol{\varepsilon}(\boldsymbol{u}(t))) d x= & \int_{\Omega} \boldsymbol{f}_{0}(t) \cdot(\boldsymbol{v}-\boldsymbol{u}(t)) d x+\int_{\Gamma_{2}} \boldsymbol{f}_{2}(t) \cdot(\boldsymbol{v}-\boldsymbol{u}(t)) d \Gamma \\
& +\int_{\Gamma_{3}} \boldsymbol{\sigma}(t) \boldsymbol{v} \cdot(\boldsymbol{v}-\boldsymbol{u}(t)) d \Gamma . \tag{5.15}
\end{align*}
$$

Next, we use equations (5.5), (5.6) and the definition of the subdifferential to find that

$$
\begin{aligned}
& F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)\left(\left\|\boldsymbol{v}_{\tau}(t)\right\|-\left\|\boldsymbol{u}_{\tau}(t)\right\|\right) \\
& \quad+j_{v}^{0}\left(u_{v}(t) ; v_{v}-u_{v}(t)\right)+\boldsymbol{\sigma}(t) \boldsymbol{v} \cdot(\boldsymbol{v}-\boldsymbol{u}(t)) \geqslant 0 \quad \text { a.e. on } \Gamma_{3}
\end{aligned}
$$

which implies that

$$
\begin{align*}
& \int_{\Gamma_{3}} F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)\left(\left\|\boldsymbol{v}_{\tau}(t)\right\|-\left\|\boldsymbol{u}_{\tau}(t)\right\|\right) d \Gamma \\
& \quad+\int_{\Gamma_{3}} j_{v}^{0}\left(u_{v}(t) ; v_{v}-u_{v}(t)\right) d \Gamma+\int_{\Gamma_{3}} \boldsymbol{\sigma}(t) \boldsymbol{v} \cdot(\boldsymbol{v}-\boldsymbol{u}(t)) d \Gamma \geqslant 0 . \tag{5.16}
\end{align*}
$$

Consider the function $\boldsymbol{f}: \mathbb{R}_{+} \rightarrow V^{*}$ given by

$$
\begin{equation*}
\langle\boldsymbol{f}(t), \boldsymbol{v}\rangle_{V^{*} \times V}=\left(\boldsymbol{f}_{0}(t), \boldsymbol{v}\right)_{L^{2}\left(\Omega ; \mathbb{R}^{d}\right)}+\left(\boldsymbol{f}_{2}(t), \gamma \boldsymbol{v}\right)_{L^{2}\left(\Gamma_{2} ; \mathbb{R}^{d}\right)} \tag{5.17}
\end{equation*}
$$

for all $\boldsymbol{v} \in V$ and all $t \in \mathbb{R}_{+}$. Then, combining equations (5.15)-(5.17), we find that

$$
\begin{align*}
& (\boldsymbol{\sigma}(t), \boldsymbol{\varepsilon}(\boldsymbol{v})-\boldsymbol{\varepsilon}(\boldsymbol{u}(t)))_{\mathscr{H}}+\int_{\Gamma_{3}} F\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)\left(\left\|\boldsymbol{v}_{\tau}(t)\right\|-\left\|\boldsymbol{u}_{\tau}(t)\right\|\right) d \Gamma \\
& \quad+\int_{\Gamma_{3}} j_{v}^{0}\left(u_{v}(t) ; v_{v}-u_{v}(t)\right) d \Gamma \geqslant\langle\boldsymbol{f}(t), \boldsymbol{v}-\boldsymbol{u}(t)\rangle_{V^{*} \times V} \tag{5.18}
\end{align*}
$$

We now use the constitutive law (5.1) and inequality (5.18) to obtain the following variational formulation of Problem 4, in terms of displacement.

Problem 5 Find a displacement field $\boldsymbol{u}: \mathbb{R}_{+} \rightarrow V$ such that

$$
\begin{align*}
& (\mathscr{A} \varepsilon(\boldsymbol{u}(t)), \boldsymbol{\varepsilon}(\boldsymbol{v})-\varepsilon(\boldsymbol{u}(t)))_{\mathscr{C}}+\left(\int_{0}^{t} \mathscr{B}(t-s) \boldsymbol{\varepsilon}(\boldsymbol{u}(s)) d s, \boldsymbol{\varepsilon}(\boldsymbol{v})-\boldsymbol{\varepsilon}(\boldsymbol{u}(t))\right)_{\mathscr{H}} \\
& \quad+\int_{\Gamma_{3}} F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)\left(\left\|\boldsymbol{v}_{\tau}\right\|-\left\|\boldsymbol{u}_{\tau}(t)\right\|\right) d \Gamma \\
& \quad+\int_{\Gamma_{3}} j_{v}^{0}\left(u_{v}(t) ; v_{v}-u_{v}(t)\right) d \Gamma \geqslant\langle\boldsymbol{f}(t), \boldsymbol{v}-\boldsymbol{u}(t)\rangle_{V^{*} \times V} \tag{5.19}
\end{align*}
$$

for all $\boldsymbol{v} \in V$ and all $t \in \mathbb{R}_{+}$.

Analysis of Problem 5, including its unique solvability and its numerical approximation will be presented in the next section.

## 6 Analysis of the contact problem

We start with the following existence and uniqueness result in which, recall, $\|\gamma\|$ represents the norm of the trace operator $\gamma: V \rightarrow L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$.

Theorem 6 Assume the hypotheses (5.10)-(5.14) and the smallness condition

$$
\begin{equation*}
\bar{\beta}\|\gamma\|^{2}<m_{\mathscr{A}} . \tag{6.1}
\end{equation*}
$$

If one of the following hypotheses

$$
\begin{align*}
& m_{\mathscr{A}}>\bar{c}_{1} \sqrt{2}\|\gamma\|^{2},  \tag{6.2}\\
& j_{v}^{0}(\boldsymbol{x}, r ;-r) \leqslant \bar{d}(1+|r|) \text { for all } r \in \mathbb{R}, \text { a.e. } \boldsymbol{x} \in \Gamma_{3} \text { with } \bar{d} \geqslant 0, \tag{6.3}
\end{align*}
$$

is satisfied, then Problem 5 has a unique solution $\boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right)$.
Proof We apply Theorem 1 with $\Gamma=\Gamma_{3} \subset \partial \Omega$ and $s=d$. To this end, we consider the operators $A: V \rightarrow V^{*}, \mathscr{S}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; V^{*}\right)$ and $\mathscr{R}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; L^{2}\left(\Gamma_{3}\right)\right)$ defined by

$$
\begin{align*}
& \langle A \boldsymbol{u}, \boldsymbol{v}\rangle_{V^{*} \times V}=(\mathscr{A} \boldsymbol{\varepsilon}(\boldsymbol{u}), \boldsymbol{\varepsilon}(\boldsymbol{v}))_{\mathscr{H}} \quad \text { for all } \boldsymbol{u}, \boldsymbol{v} \in V,  \tag{6.4}\\
& \langle(\mathscr{S} \boldsymbol{u})(t), \boldsymbol{v}\rangle_{V^{*} \times V}=\left(\int_{0}^{t} \mathscr{B}(t-s) \boldsymbol{\varepsilon}(\boldsymbol{u}(s)) d s, \boldsymbol{\varepsilon}(\boldsymbol{v})\right)_{\mathscr{H}}  \tag{6.5}\\
& \quad \text { for all } \boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right), \boldsymbol{v} \in V, t \in \mathbb{R}_{+}, \\
& (\mathscr{R} \boldsymbol{u})(t)=F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right) \quad \text { for all } \boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right), t \in \mathbb{R}_{+}, \tag{6.6}
\end{align*}
$$

respectively. Also, we consider the functions $\varphi: \Gamma_{3} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $j: \Gamma_{3} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ given by

$$
\begin{align*}
& \varphi(\boldsymbol{x}, \boldsymbol{\xi})=\left\|\boldsymbol{\xi}_{\tau}\right\| \quad \text { for all } \boldsymbol{\xi} \in \mathbb{R}^{d}, \text { a.e. } \boldsymbol{x} \in \Gamma_{3}  \tag{6.7}\\
& j(\boldsymbol{x}, \boldsymbol{\xi})=j_{v}\left(\boldsymbol{x}, \xi_{v}\right) \quad \text { for all } \boldsymbol{\xi} \in \mathbb{R}^{d}, \text { a.e. } \boldsymbol{x} \in \Gamma_{3} . \tag{6.8}
\end{align*}
$$

We will check that the hypotheses (2.3)-(2.8) are satisfied. First, from equation (5.10)(b), we get

$$
\begin{equation*}
\left\langle A \boldsymbol{v}_{1}-A \boldsymbol{v}_{2}, \boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\rangle_{V^{*} \times V} \geqslant m_{\mathscr{A}}\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{V}^{2} \tag{6.9}
\end{equation*}
$$

for all $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in V$. Hence $A$ is strongly monotone, i.e., it satisfies condition (2.3)(b) with $m_{A}=m_{\mathscr{A}}$. Moreover, using equation (5.10)(a), we easily establish the Lipschitz continuity of $A$, i.e.,

$$
\|A \boldsymbol{u}-A \boldsymbol{v}\|_{V^{*}} \leqslant L_{\mathscr{F}}\|\boldsymbol{u}-\boldsymbol{v}\|_{V} \quad \text { for all } \boldsymbol{u}, \boldsymbol{v} \in V
$$

On the other hand, from the assumption (5.10)(d), it is clear that $A \mathbf{0}_{V}=\mathbf{0}_{V^{*}}$ which means that $\|A \boldsymbol{u}\|_{V^{*}} \leqslant L_{\mathscr{A}}\|\boldsymbol{u}\|_{V}$ for all $\boldsymbol{u} \in V$. We conclude from this that $A$ is bounded,
monotone and hemicontinuous and, therefore, $A$ is pseudomonotone. Finally, equation (6.9) combined with equality $A \mathbf{0}_{V}=\mathbf{0}_{V^{*}}$ shows that

$$
\langle A \boldsymbol{v}, \boldsymbol{v}\rangle_{V^{*} \times V} \geqslant m_{\mathscr{F}}\|\boldsymbol{v}\|_{V}^{2} \quad \text { for all } \boldsymbol{v} \in V .
$$

We conclude from above that $A$ satisfies condition (2.3)(a) with $\alpha=m_{\mathscr{F}}$.
Let $\boldsymbol{u}_{1}, \boldsymbol{u}_{2} \in C\left(\mathbb{R}_{+}, V\right), n \in \mathbb{N}$ and $t \in[0, n]$. Then, using equations (6.5), (5.9) and (5.11), we have

$$
\begin{aligned}
&\left\langle\left(\mathscr{S} \boldsymbol{u}_{1}\right)(t)-\left(\mathscr{S} \boldsymbol{u}_{2}\right)(t), \boldsymbol{v}\right\rangle_{V^{*} \times V} \\
&=\left(\int_{0}^{t} \mathscr{B}(t-s)\left(\varepsilon\left(\boldsymbol{u}_{1}(s)\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{2}(s)\right)\right) d s, \boldsymbol{\varepsilon}(\boldsymbol{v})\right)_{\mathscr{H}} \\
& \leqslant\left\|\int_{0}^{t} \mathscr{B}(t-s)\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{1}(s)\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{2}(s)\right)\right) d s\right\|_{\mathscr{H}}\|\boldsymbol{\varepsilon}(\boldsymbol{v})\|_{\mathscr{H}} \\
& \leqslant \int_{0}^{t}\left\|\mathscr{B}(t-s) \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{1}(s)-\boldsymbol{u}_{2}(s)\right)\right\|_{\mathscr{H}} d s\|\boldsymbol{v}\|_{V} \\
& \leqslant \max _{s \in[0, n]}\|\mathscr{B}(s)\|_{\mathbf{Q}_{\infty}}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{1}(s)-\boldsymbol{u}_{2}(s)\right\|_{V} d s\right)\|\boldsymbol{v}\|_{V}
\end{aligned}
$$

for all $\boldsymbol{v} \in V$, which implies that

$$
\begin{equation*}
\left\|\left(\mathscr{S} \boldsymbol{u}_{1}\right)(t)-\left(\mathscr{S} \boldsymbol{u}_{2}\right)(t)\right\|_{V^{*}} \leqslant \max _{s \in[0, n]}\|\mathscr{B}(s)\|_{\mathbf{Q}_{\infty}} \int_{0}^{t}\left\|\boldsymbol{u}_{1}(r)-\boldsymbol{u}_{2}(r)\right\|_{V} d r . \tag{6.10}
\end{equation*}
$$

We conclude from this that the operator $\mathscr{S}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; V^{*}\right)$ given by (6.5) satisfies the hypothesis (2.4). Next, using equation (5.13) and the properties of the integral we obtain

$$
\begin{aligned}
&\left\|\left(\mathscr{R} \boldsymbol{u}_{1}\right)(t)-\left(\mathscr{R}_{2}\right)(t)\right\|_{L^{2}\left(\Gamma_{3}\right)} \\
&=\left\|F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{1 \tau}(s)\right\| d s\right)-F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{2 \tau}(s)\right\| d s\right)\right\|_{L^{2}\left(\Gamma_{3}\right)} \\
&=\left(\int_{\Gamma_{3}}\left|F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{1 \tau}(s)\right\| d s\right)-F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{2 \tau}(s)\right\| d s\right)\right|^{2} d \Gamma\right)^{1 / 2} \\
& \leqslant L_{F_{b}}\left(\int_{\Gamma_{3}}\left|\int_{0}^{t}\left(\left\|\boldsymbol{u}_{1 \tau}(s)\right\|-\left\|\boldsymbol{u}_{2 \tau}(s)\right\|\right) d s\right|^{2} d \Gamma\right)^{1 / 2} \\
&=L_{F_{b}}\left\|\int_{0}^{t}\left(\left\|\boldsymbol{u}_{1 \tau}(s)\right\|-\left\|\boldsymbol{u}_{2 \tau}(s)\right\|\right) d s\right\|_{L^{2}\left(\Gamma_{3}\right)} \\
& \leqslant L_{F_{b}} \int_{0}^{t}\left\|\boldsymbol{u}_{1 \tau}(s)-\boldsymbol{u}_{2 \tau}(s)\right\|_{L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)} d s \\
& \leqslant L_{F_{b}} \int_{0}^{t}\left\|\boldsymbol{u}_{1}(s)-\boldsymbol{u}_{2}(s)\right\|_{L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)} d s
\end{aligned}
$$

Therefore, using the trace inequality (5.8) we obtain

$$
\begin{equation*}
\left\|\left(\mathscr{R} \boldsymbol{u}_{1}\right)(t)-\left(\mathscr{R} \boldsymbol{u}_{2}\right)(t)\right\|_{L^{2}\left(\Gamma_{3}\right)} \leqslant L_{F_{b}}\|\gamma\| \int_{0}^{t}\left\|\boldsymbol{u}_{1}(s)-\boldsymbol{u}_{2}(s)\right\|_{V} d s \tag{6.11}
\end{equation*}
$$

Inequality (6.11) shows that the operator $\mathscr{R}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; L^{2}\left(\Gamma_{3}\right)\right)$ satisfies the hypothesis (2.5)(a). Moreover, using the definition (6.6) and assumption (5.13), it follows that $\mathscr{R}$ satisfies equation (2.5)(b), too.

Subsequently, we observe that the function $\varphi: \Gamma_{3} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined by equation (6.7) satisfies condition (2.6). In addition, it can be immediately seen that for the function $j$ given by equation (6.8), the conditions (2.7)(a) and (b) follow from equations (5.12)(a) and (b), respectively. The properties (2.7)(c) and (d) are now the consequences of the relations

$$
\partial j(\boldsymbol{x}, \boldsymbol{\xi}) \subset \partial j_{v}\left(\boldsymbol{x}, \xi_{v}\right) \cdot \boldsymbol{v}, \quad j^{0}(\boldsymbol{x}, \boldsymbol{\xi} ; \boldsymbol{\eta}) \leqslant j_{v}^{0}\left(\boldsymbol{x}, \xi_{v} ; \eta_{v}\right) \text { for all } \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{R}^{d}, \text { a.e. } \boldsymbol{x} \in \Gamma_{3},
$$

combined with the hypothesis (5.12)(c) and (d). Hence, we infer that equation (2.7) holds with $c_{0}=\bar{c}_{0}, c_{1}=\bar{c}_{1}$ and $\beta=\bar{\beta}$. Note also that the condition (2.8) is satisfied, due to the definition (5.17) and the regularity hypotheses (5.14). Finally, the conditions (2.9) follow from conditions (6.1) and (2.10), equation (2.11) represent consequences of equations (6.2) and (6.3), respectively.

We conclude from above that we are in a position to use Theorem 1. Therefore, we deduce the existence of a unique function $\boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right)$ such that

$$
\begin{align*}
& \langle A \boldsymbol{u}(t), \boldsymbol{v}-\boldsymbol{u}(t)\rangle_{V^{*} \times V}+\langle(\mathscr{S} \boldsymbol{u})(t), \boldsymbol{v}-\boldsymbol{u}(t)\rangle_{V^{*} \times V} \\
& \quad+\int_{\Gamma_{3}}(\mathscr{R} \boldsymbol{u})(t)(\varphi(\gamma \boldsymbol{v})-\varphi(\gamma \boldsymbol{u}(t))) d \Gamma+\int_{\Gamma_{3}} j^{0}(\gamma \boldsymbol{u}(t) ; \gamma \boldsymbol{v}-\gamma \boldsymbol{u}(t)) d \Gamma \\
& \quad \geqslant\langle\boldsymbol{f}(t), \boldsymbol{v}-\boldsymbol{u}(t)\rangle_{V^{*} \times V} \tag{6.12}
\end{align*}
$$

for all $\boldsymbol{v} \in V$ and all $t \in \mathbb{R}_{+}$. Theorem 6 is now a consequence of inequality (6.12) and notation (6.4)-(6.8).

We note that Theorem 6 provides the unique solvability of Problem 5 under the condition (6.1). Even if this condition is restrictive from physical point of view, we observe that it is automatically satisfied if $j_{v}$ is a convex function. Indeed, in this case assumption (5.12)(d) holds with $\bar{\beta}=0$. Moreover, we recall that smallness assumptions of the from equation (6.1) are widely used in the analysis of static and quasistatic frictional contact problems, as explained in [32].

A couple of functions $(\boldsymbol{u}, \boldsymbol{\sigma})$ which satisfies equations (5.1) and (5.19) is called a weak solution to Problem 4. We conclude that, under the assumptions of Theorem 6, Problem 4 has a unique weak solution. Moreover, the regularity of the weak solution is $\boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right)$ and $\boldsymbol{\sigma} \in C\left(\mathbb{R}_{+} ; \mathscr{H}\right)$.

We now use Theorem 2 to study the dependence of the solution with respect to perturbations of the data. Various cases could be considered but, for simplicity, we restrict ourselves to proving the continuous dependence of the solution with respect to the relaxation tensor $\mathscr{B}$ and the friction bound $F_{b}$. Therefore, we assume in what follows that equations (5.10)-(5.14), (6.1) and (6.2) hold and we denote by $\boldsymbol{u}$ the solution of Problem 5
obtained in Theorem 6. For each $\rho>0$, let $\mathscr{B}_{\rho}$ and $F_{b_{\rho}}$ represent perturbations of $\mathscr{B}$ and $F_{b}$ respectively, which satisfy conditions (5.11) and (5.13), respectively. And, we denote by $L_{F_{b_{\rho}}}$ the Lipschitz constant of the function $F_{b_{\rho}}$, see equation (5.13). With these data, we consider the following perturbation of Problem 5.

Problem 7 Find a displacement field $\boldsymbol{u}_{\rho}: \mathbb{R}_{+} \rightarrow V$ such that

$$
\begin{align*}
& \left(\mathscr{A} \varepsilon\left(\boldsymbol{u}_{\rho}(t)\right), \boldsymbol{\varepsilon}(\boldsymbol{v})-\varepsilon\left(\boldsymbol{u}_{\rho}(t)\right)\right)_{\mathscr{H}}+\left(\int_{0}^{t} \mathscr{B}_{\rho}(t-s) \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{\rho}(s)\right) d s, \boldsymbol{\varepsilon}(\boldsymbol{v})-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{\rho}(t)\right)\right)_{\mathscr{H}} \\
& \quad+\int_{\Gamma_{3}} F_{b_{\rho}}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\rho \tau}(s)\right\| d s\right)\left(\left\|\boldsymbol{v}_{\tau}\right\|-\left\|\boldsymbol{u}_{\rho \tau}(t)\right\|\right) d \Gamma \\
& \quad+\int_{\Gamma_{3}} j_{v}^{0}\left(u_{\rho v}(t) ; v_{v}-u_{\rho v}(t)\right) d \Gamma \geqslant\langle\boldsymbol{f}(t), \boldsymbol{v}-\boldsymbol{u}(t)\rangle_{V^{*} \times V} \tag{6.13}
\end{align*}
$$

for all $\boldsymbol{v} \in V$ and all $t \in \mathbb{R}_{+}$.

Here and below, $u_{\rho v}$ and $\boldsymbol{u}_{\rho \tau}$ represent the normal and the tangential components of the function $\boldsymbol{u}_{\rho}$, respectively. It follows from Theorem 6 that, for each $\rho>0$, Problem 7 has a unique solution $\boldsymbol{u}_{\rho}$ with the regularity $\boldsymbol{u}_{\rho} \in C\left(\mathbb{R}_{+} ; V\right)$. Consider now the following assumptions:

$$
\begin{align*}
& \quad \mathscr{B}_{\rho} \rightarrow \mathscr{B} \text { in } C\left(\mathbb{R}_{+} ; \mathbf{Q}_{\infty}\right) \quad \text { as } \quad \rho \rightarrow 0 .  \tag{6.14}\\
& \left\{\begin{array}{l}
\text { There exists } F:(0, \infty) \rightarrow \mathbb{R}_{+}, \delta \geqslant 0 \text { and } L_{0} \geqslant 0 \text { such that } \\
\text { (a) }\left|F_{b_{\rho}}(\boldsymbol{x}, r)-F_{b}(\boldsymbol{x}, r)\right| \leqslant F(\rho)(|r|+\delta) \\
\text { for all } r \in \mathbb{R}, \text { a.e. } \boldsymbol{x} \in \Gamma_{3}, \text { for all } \rho>0 . \\
\text { (b) } F(\rho) \rightarrow 0 \text { as } \rho \rightarrow 0 . \\
\text { (c) } L_{b_{\rho}} \leqslant L_{0} \text { for all } \rho>0 .
\end{array}\right. \tag{6.15}
\end{align*}
$$

We have the following convergence result.

Theorem 8 Assume hypotheses of Theorem 6, and, in addition, that equations (6.1), and (6.2) or (6.3) hold. Let $\mathscr{B}_{\rho}$ and $F_{b_{\rho}}$ satisfy equations (5.11), (5.13), (6.14) and (6.15). Then the solution $\boldsymbol{u}_{\rho}$ of Problem 7 converges to the solution $\boldsymbol{u}$ of Problem 5, i.e.,

$$
\begin{equation*}
\boldsymbol{u}_{\rho} \rightarrow \boldsymbol{u} \quad \text { in } \quad C\left(\mathbb{R}_{+} ; V\right) \quad \text { as } \rho \rightarrow 0 \tag{6.16}
\end{equation*}
$$

Proof We apply Theorem 2. To this end, besides the operators (6.5) and (6.6), for each $\rho>0$ we consider the operators $\mathscr{S}_{\rho}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; V^{*}\right)$ and $\mathscr{R}_{\rho}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow$
$C\left(\mathbb{R}_{+} ; L^{2}\left(\Gamma_{3}\right)\right)$ defined by

$$
\begin{align*}
& \begin{array}{l}
\left\langle\left(\mathscr{S}_{\rho} \boldsymbol{u}\right)(t), \boldsymbol{v}\right\rangle_{V^{*} \times V}=\left(\int_{0}^{t} \mathscr{B}_{\rho}(t-s) \boldsymbol{\varepsilon}(\boldsymbol{u}(s)) d s, \boldsymbol{\varepsilon}(\boldsymbol{v})\right)_{\mathscr{H}} \\
\quad \text { for all } \boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right), \boldsymbol{v} \in V, t \in \mathbb{R}_{+}, \\
\left(\mathscr{R}_{\rho} \boldsymbol{u}\right)(t)=F_{b_{\rho}}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right) \quad \text { for all } \boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right), t \in \mathbb{R}_{+}
\end{array} . \tag{6.17}
\end{align*}
$$

Let $n \in \mathbb{N}$ and $\rho>0$. Then, using arguments similar to those used to prove the inequality (6.10) we deduce that

$$
\begin{equation*}
\left\|\left(\mathscr{S}_{\rho} \boldsymbol{u}\right)(t)-(\mathscr{S} \boldsymbol{u})(t)\right\|_{V^{*}} \leqslant \max _{s \in[0, n]}\left\|\mathscr{B}_{\rho}(s)-\mathscr{B}(s)\right\|_{\mathbf{Q}_{\infty}} \int_{0}^{t}\|\boldsymbol{u}(r)\|_{V} d r \tag{6.19}
\end{equation*}
$$

for all $\boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right), t \in[0, n]$. Hence, we deduce that condition (3.3)(a) holds with

$$
G_{n}(\boldsymbol{u})=\int_{0}^{n}\|\boldsymbol{u}(r)\|_{V} d r \quad \text { and } \quad g_{n}(\rho)=\max _{s \in[0, n]}\left\|\mathscr{B}_{\rho}(s)-\mathscr{B}(s)\right\|_{\mathbf{Q}_{\infty}} .
$$

In addition, assumption (6.14) combined with equation (2.1) shows that $g_{n}(\rho) \rightarrow 0$ as $\rho \rightarrow 0$ which implies that equation (3.3)(b) holds, too.

Next, let $\boldsymbol{u} \in C\left(\mathbb{R}_{+} ; V\right), n \in \mathbb{N}$ and $t \in[0, n]$. Using equation (6.15) and the properties of the integral we obtain

$$
\begin{aligned}
& \left\|\left(\mathscr{R}_{\rho} \boldsymbol{u}\right)(t)-(\mathscr{R} \boldsymbol{u})(t)\right\|_{L^{2}\left(\Gamma_{3}\right)} \\
& \quad=\left\|F_{b_{\rho}}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)-F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)\right\|_{L^{2}\left(\Gamma_{3}\right)} \\
& \quad=\left(\int_{\Gamma_{3}}\left|F_{b_{\rho}}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)-F_{b}\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\| d s\right)\right|^{2} d \Gamma\right)^{1 / 2} \\
& \quad \leqslant F(\rho)\left\|\int_{0}^{t}\right\| \boldsymbol{u}_{\tau}(s)\|d s+\delta\|_{L^{2}\left(\Gamma_{3}\right)} \\
& \quad \leqslant F(\rho)\left(\int_{0}^{t}\left\|\boldsymbol{u}_{\tau}(s)\right\|_{L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)}+\delta \sqrt{m\left(\Gamma_{3}\right)}\right) \\
& \quad \leqslant F(\rho)\left(\|\gamma\|_{0}^{t}\|\boldsymbol{u}(s)\|_{V}+\delta \sqrt{m\left(\Gamma_{3}\right)}\right)
\end{aligned}
$$

Hence, it follows that equation (3.4)(a) holds with

$$
H_{n}(\boldsymbol{u})=\|\gamma\| \int_{0}^{n}\|\boldsymbol{u}(s)\|_{V} d s+\delta \sqrt{m\left(\Gamma_{3}\right)} \quad \text { and } \quad h_{n}(\rho)=F(\rho) .
$$

Therefore assumption (6.15)(b) shows that $h_{n}(\rho) \rightarrow 0$ as $\rho \rightarrow 0$ which implies that equation (3.4)(b) holds, too.

Finally, we note that the proof of inequalities (6.10) and (6.11) show that the operators $\mathscr{S}_{\rho}$ and $\mathscr{R}_{\rho}$ satisfy conditions (2.4) and (2.5) with

$$
s_{\rho n}=\max _{s \in[0, n]}\left\|B_{\rho}(s)\right\|_{\mathbf{Q}_{\infty}} \quad \text { and } \quad r_{\rho n}=L_{F_{b_{\rho}}}\|\gamma\|,
$$

respectively. We now use assumptions (6.14) and (6.15)(c) to see the sequences $\left(s_{\rho n}\right)_{\rho}$ and $\left(r_{\rho n}\right)_{\rho}$ are bounded and, therefore, conditions (3.6) and (3.7) hold.

Theorem 8 is now a consequence of Theorem 2, which concludes the proof.
Turning now to the numerical approximation of the contact Problem 5, as in Section 4, we again focus on the case where $F_{b}(\boldsymbol{x}, r)=F_{0}(\boldsymbol{x})$ is a non-negative $L^{2}\left(\Gamma_{3}\right)$ valued function. We solve the problem on $[0, T] \times \Omega$ for some $T>0$ and use the uniform partition for the time interval $[0, T]$ as in Section 4. For the spatial discretization, we assume that $\Omega$ is a polygonal domain and introduce a regular family of triangular finite element partitions $\left\{\mathscr{T}^{h}\right\}_{h>0}$ of $\bar{\Omega}$ that are compatible with the boundary decomposition $\partial \Omega=\overline{\Gamma_{1}} \cup \overline{\Gamma_{2}} \cup \overline{\Gamma_{3}}$ in the sense that a side of an element lies on the boundary $\partial \Omega$, then the side lies entirely on $\overline{\Gamma_{1}}$, or $\overline{\Gamma_{2}}$, or $\overline{\Gamma_{3}}$. The parameter $h$ is the mesh size of $\mathscr{T}^{h}$. For each partition $\mathscr{T}^{h}$, we then use the linear element space $V^{h}$ to approximate $V$ : a generic function $\boldsymbol{v}^{h}$ in $V^{h}$ is a continuous, piecewise linear function that vanishes at the nodes on $\overline{\Gamma_{1}}$.

The numerical scheme is to find a discrete displacement field $\boldsymbol{u}^{h k}:=\left\{\boldsymbol{u}_{n}^{h k}\right\}_{n=0}^{N} \subset V^{h}$ such that

$$
\begin{align*}
& \left(\mathscr{A} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{n}^{h k}\right), \boldsymbol{\varepsilon}\left(\boldsymbol{v}^{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{n}^{h k}\right)\right)_{\mathscr{H}}+\left(k \sum_{j=0}^{n} \mathscr{B}\left(t_{n}-t_{j}\right) \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{j}^{h k}\right), \boldsymbol{\varepsilon}\left(\boldsymbol{v}^{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{n}^{h k}\right)\right)_{\mathscr{H}} \\
& \quad+\int_{\Gamma_{3}} F_{0}\left(\left\|\boldsymbol{v}_{\tau}^{h}\right\|-\left\|\boldsymbol{u}_{n, \tau}^{h k}\right\|\right) d \Gamma+\int_{\Gamma_{3}} j_{v}^{0}\left(u_{n, v}^{h k} ; v_{v}^{h}-u_{n, v}^{h k}\right) d \Gamma \\
& \geqslant\left\langle\mathbf{f}_{n}, \boldsymbol{v}^{h}-\boldsymbol{u}_{n}^{h k}\right\rangle_{V^{*} \times V} \quad \text { for all } \quad \boldsymbol{v}^{h} \in V^{h}, 0 \leqslant n \leqslant N . \tag{6.20}
\end{align*}
$$

Then under the assumptions stated in Theorem 6, where equation (5.14) is replaced by the condition that $F_{b}(\boldsymbol{x}, r)=F_{0}(\boldsymbol{x})$ is a non-negative $L^{2}\left(\Gamma_{3}\right)$ valued function, there is a unique discrete displacement field satisfying equation (6.20). For error estimation, in equation (5.12)(b), we assume the local Lipschitz constant for $j_{v}(\boldsymbol{x}, \cdot)$ is independent of $\boldsymbol{x}$. Then with the solution regularity assumption

$$
\begin{equation*}
\boldsymbol{u} \in W^{2, \infty}\left(\mathbb{R}_{+} ; V\right) \tag{6.21}
\end{equation*}
$$

we have the following slight variant of the error bound (4.17):

$$
\begin{align*}
\max _{0 \leqslant n \leqslant N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{h k}\right\|_{V} \leqslant & c \max _{0 \leqslant n \leqslant N} \inf _{\boldsymbol{v}^{h} \in V^{h}}\left(\left\|\boldsymbol{u}_{n}-\boldsymbol{v}^{h}\right\|_{V}+\left\|\boldsymbol{u}_{n, \tau}-\boldsymbol{v}_{\tau}^{h}\right\|_{L^{2}\left(\Gamma ; \mathbb{R}^{d}\right)}^{1 / 2}\right) \\
& +c k^{2}\|\boldsymbol{u}\|_{W^{2, \infty}(0, T ; V)} . \tag{6.22}
\end{align*}
$$

In addition to equation (6.21), we further assume

$$
\begin{equation*}
\boldsymbol{u} \in C\left(\mathbb{R}_{+} ; H^{2}\left(\Omega ; \mathbb{R}^{d}\right)\right), \quad \boldsymbol{u}_{\tau} \in C\left(\mathbb{R}_{+} ; \tilde{H}^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)\right) \tag{6.23}
\end{equation*}
$$

Here the space $\tilde{H}^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$ is defined as follows. Let $\overline{\Gamma_{3}}$ be represented as $\overline{\Gamma_{3}}=\cup_{1 \leqslant i \leqslant I} \Gamma_{3, i}$ with each $\Gamma_{3, i}$ a closed subset of an affine hyperplane in $\mathbb{R}^{d}$. Then $v \in \tilde{H}^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$ means $v \in H^{2}\left(\Gamma_{3, i}\right), 1 \leqslant i \leqslant I$. Under the solution regularity assumption (6.23), we apply the standard finite element interpolation theory $([1,5])$ to get

$$
\max _{0 \leqslant n \leqslant N} \inf _{\boldsymbol{v}^{h} \in V^{h}}\left(\left\|\boldsymbol{u}_{n}-\boldsymbol{v}^{h}\right\|_{V}+\left\|\boldsymbol{u}_{n, \tau}-\boldsymbol{v}_{\tau}^{h}\right\|_{L^{2}\left(\Gamma ; \mathbb{R}^{d}\right)}^{1 / 2}\right) \leqslant c h
$$

where the constant $c$ depends only on the seminorms of $\boldsymbol{u}$ in $C\left([0, T] ; H^{2}\left(\Omega ; \mathbb{R}^{d}\right)\right)$ and of $\boldsymbol{u}_{\tau}$ in $C\left([0, T] ; H^{2}\left(\Gamma_{3, i} ; \mathbb{R}^{d}\right)\right), 1 \leqslant i \leqslant I$. Then by equation (6.22), we have the optimal order error estimate

$$
\begin{equation*}
\max _{0 \leqslant n \leqslant N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{h k}\right\|_{V} \leqslant c\left(h+k^{2}\right) \tag{6.24}
\end{equation*}
$$

i.e., the method is of first-order in spatial mesh size and of second-order in the time step.

## 7 Conclusion

This paper provides results in the study of a new class of variational-hemivariational inequalities with history-dependent operators, motivated by the development of the mathematical theory of contact mechanics. This concerns the continuous dependence of the solution with respect to the data and analysis of a discrete numerical scheme, in which the time variable is discretized by finite difference and the spatial variable by finite elements. Our results can be applied in the study of a large class of nonlinear boundary value problems. For a concrete example, we present a new model of quasistatic frictional contact with viscoelastic materials, which leads to a history-dependent variational-hemivariational inequality for the displacement field. We apply the abstract results in the study of this contact problem. Several open problems related to the contents of this manuscript remain to be investigated and resolved in the future. The first one would be to consider evolutionary versions of the inequality (2.2) in which the derivatives of the unknown $u$ are involved. This would open a way to the study of dynamic contact problems. Note also that the solution of the inequality (2.2) is defined on the positive real line. Therefore, it would be of interest to study its asymptotic behaviour as $t \rightarrow \infty$.

## References

[1] Atkinson, K. \& Han, W. (2009) Theoretical Numerical Analysis: A Functional Analysis Framework, 3rd ed., Springer-Verlag, New York.
[2] Baiocchi, C. \& Capelo, A. (1984) Variational and Quasivariational Inequalities: Applications to Free-Boundary Problems, John Wiley, Chichester.
[3] Brézis, H. (1968) Equations et inéquations non linéaires dans les espaces vectoriels en dualité, Ann. Inst. Fourier (Grenoble) 18, 115-175.
[4] Brézis, H. (1972) Problèmes unilatéraux, J. Math. Pures Appl. 51, 1-168.
[5] Ciarlet, P. G. (1978) The Finite Element Method for Elliptic Problems, North Holland, Amsterdam.
[6] Clarke, F. H. (1975) Generalized gradients and applications. Trans. Amer. Math. Soc. 205, 247-262.
[7] Clarke, F. H. (1981) Generalized gradients of Lipschitz functionals. Adv. Math. 40, 52-67.
[8] Clarke, F. H. (1983) Optimization and Nonsmooth Analysis, Wiley Interscience, New York.
[9] Denkowski, Z., Migórski, S. \& Papageorgiou, N. S. (2003) An Introduction to Nonlinear Analysis: Theory, Kluwer Academic/Plenum Publishers, Boston, Dordrecht, London, New York.
[10] Eck, C., Jarušek, J. \& Krbeč, M. (2005) Unilateral Contact Problems: Variational Methods and Existence Theorems, Pure and Applied Mathematics, Vol. 270, Chapman/CRC Press, New York.
[11] Friedman, A. (1982) Variational Principles and Free-Boundary Problems, John Wiley, New York.
[12] Glowinski, R. (1984) Numerical Methods for Nonlinear Variational Problems, Springer-Verlag, New York.
[13] Han, W., Migórski, S. \& Sofonea, M. (2014) A class of variational-hemivariational inequalities with applications to elastic contact problems. SIAM J. Math. Anal. 46, 38913912.
[14] Han, W. \& Reddy, B. D. (2013) Plasticity: Mathematical Theory and Numerical Analysis, 2nd ed., Springer-Verlag, New York.
[15] Han, W. \& Sofonea, M. (2002) Quasistatic Contact Problems in Viscoelasticity and Viscoplasticity, Studies in Advanced Mathematics, Vol. 30, American Mathematical Society, Providence, RI-International Press, Somerville, MA.
[16] Haslinger, J., Hlaváček, I. \& Nečas, J. (1996) Numerical methods for unilateral problems in solid mechanics. In: P. G. Ciarlet \& J.-L. Lions (editors), Handbook of Numerical Analysis, Vol. IV, North-Holland, Amsterdam, pp. 313-485.
[17] Haslinger, J., Miettinen, M. \& Panagiotopoulos, P. D. (1999) Finite Element Method for Hemivariational Inequalities. Theory, Methods and Applications, Kluwer Academic Publishers, Boston, Dordrecht, London.
[18] HlavÁček, I., Haslinger, J., Necǎs, J. \& Lovišek, J. (1988) Solution of Variational Inequalities in Mechanics, Springer-Verlag, New York.
[19] Kazmi, K., Barboteu, M., Han, W. \& Sofonea, M. (2014) Numerical analysis of historydependent quasivariational inequalities with applications in contact mechanics. Math. Modelling Numer. Anal. ( $\left.M^{2} A N\right)$ 48, 919-942.
[20] Kikuchi, N. \& Oden, J. T. (1988) Contact Problems in Elasticity: A Study of Variational Inequalities and Finite Element Methods, SIAM, Philadelphia.
[21] Kinderlehrer, D. \& Stampacchia, G. (2000) An Introduction to Variational Inequalities and their Applications, Classics in Applied Mathematics, Vol. 31, SIAM, Philadelphia.
[22] Lions, J.-L. (1969) Quelques méthodes de resolution des problémes aux limites non linéaires, Dunod, Paris.
[23] Martins, J. A. C. \& Monteiro Marques, M. D. P. eds. (2002) Contact Mechanics, Kluwer, Dordrecht.
[24] Migórski, S., Ochal, A. \& Sofonea, M. (2013) Nonlinear Inclusions and Hemivariational Inequalities. Models and Analysis of Contact Problems, Advances in Mechanics and Mathematics, Vol. 26, Springer, New York.
[25] Migórski, S., Ochal, A. \& Sofonea, M. (2015) History-dependent variational-hemivariational inequalities in contact mechanics, Nonlinear Anal. Ser. B: Real World Appl. 22, 604618.
[26] Naniewicz, Z. \& Panagiotopoulos, P. D. (1995) Mathematical Theory of Hemivariational Inequalities and Applications, Marcel Dekker, Inc., New York, Basel, Hong Kong.
[27] Panagiotopoulos, P. D. (1985) Nonconvex problems of semipermeable media and related topics, ZAMM Z. Angew. Math. Mech. 65, 29-36.
[28] Panagiotopoulos, P. D. (1985) Inequality Problems in Mechanics and Applications, Birkhäuser, Boston.
[29] Panagiotopoulos, P. D. (1993) Hemivariational Inequalities, Applications in Mechanics and Engineering, Springer-Verlag, Berlin.
[30] Raous, M., Jean, M. \& Moreau, J. J. (1995) Contact Mechanics, Plenum Press, New York.
[31] Shillor, M. ed. (1998) Recent advances in contact mechanics. Special issue of Math. Comput. Modelling 28 (4-8), 1-531.
[32] Shillor, M., Sofonea, M. \& Telega, J. J. (2004) Models and Analysis of Quasistatic Contact, Lect. Notes Phys., Vol. 655, Springer, Berlin Heidelberg.
[33] Sofonea, M. \& Matei, A. (2011) History-dependent quasivariational inequalities arising in contact mechanics, Eur. J. Appl. Math. 22, 471-491.


[^0]:    $\dagger$ Research supported by the Marie Curie International Research Staff Exchange Scheme Fellowship within the 7th European Community Framework Programme under Grant Agreement No. 295118, the National Science Center of Poland under the Maestro Advanced Project no. DEC2012/06/A/ST1/00262, and the Polonium Project No. $31155 \mathrm{YH} / 2014$ between the University of Perpignan and the Jagiellonian University. The second author is also partially supported by grants from the Simons Foundation. The third author is also partially supported by the International Project co-financed by the Ministry of Science and Higher Education of Republic of Poland under Grant No. W111/7.PR/2012.

