
Applied Mathematics Letters 121 (2021) 107401

fl
[
t
W
a
N
o
s
t
s

Contents lists available at ScienceDirect

Applied Mathematics Letters

www.elsevier.com/locate/aml

Minimization principle in study of a Stokes hemivariational
inequality✩

Min Ling a, Weimin Han b,∗

a School of Mathematics and Statistics, Xi’an Jiaotong University, Xi’an, Shaanxi 710049, China
b Department of Mathematics, University of Iowa, Iowa City, IA 52242-1410, USA

a r t i c l e i n f o

Article history:
Received 26 March 2021
Received in revised form 8 May 2021
Accepted 8 May 2021
Available online 13 May 2021

Keywords:
Hemivariational inequality
Stokes equations
Minimization principle
Existence
Uniqueness

a b s t r a c t

In this paper, an equivalent minimization principle is established for a hemivaria-
tional inequality of the stationary Stokes equations with a nonlinear slip boundary
condition. Under certain assumptions on the data, it is shown that there is a unique
minimizer of the minimization problem, and furthermore, the mixed formulation
of the Stokes hemivariational inequality has a unique solution. The proof of the
result is based on basic knowledge of convex minimization. For comparison, in
the existing literature, the solution existence and uniqueness result for the Stokes
hemivariational inequality is proved through the notion of pseudomonotonicity and
an application of an abstract surjectivity result for pseudomonotone operators, in
which an additional linear growth condition is required on the subdifferential of a
super-potential in the nonlinear slip boundary condition.

© 2021 Elsevier Ltd. All rights reserved.

Numerous publications can be found on studies of boundary value problems for viscous incompressible
uid flows subject to slip or leak boundary conditions of friction type. Some sample references include
1–7]. In these references, the slip or leak boundary conditions are modelled by monotone relations and
he weak formulations are variational inequalities governed by the Stokes or Navier–Stokes equations.

hen the slip or leak boundary conditions involve non-monotone relations, the corresponding problems
re hemivariational inequalities. In the literature, some papers can be found on analysis of Stokes or
avier–Stokes hemivariational inequalities, e.g., [8–11]. In these references, as in most other references
n hemivariational inequalities, the solution existence and uniqueness are proved by applying abstract
urjectivity results for pseudomonotone operators. In this paper, we establish a minimization principle for
he Stokes hemivariational inequality studied in [8]. Through the minimization principle, we improve the
olution existence and uniqueness result presented in [8] by removing a linear growth assumption on the
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generalized subdifferential of the super-potential in the slip boundary condition. We note that for elliptic
hemivariational inequalities, minimization principles are established in [12], and improved solution existence
and uniqueness results are shown in [13].

In description of hemivariational inequalities, we need the notions of the generalized directional derivative
and generalized subdifferential in the sense of Clarke [14]. Recall that for a locally Lipschitz continuous
functional Ψ : V → R defined on a real Banach space V , the generalized (Clarke) directional derivative
f Ψ at u ∈ V in the direction v ∈ V is defined by

Ψ0(u; v) := lim sup
w→u, λ↓0

Ψ(w + λv) − Ψ(w)
λ

,

hereas the generalized subdifferential of Ψ at u ∈ V is

∂Ψ(u) :=
{
η ∈ V ∗ | Ψ0(u; v) ≥ ⟨η, v⟩ ∀ v ∈ V

}
.

Basic properties of the generalized directional derivative and the generalized subdifferential can be found
in [14]. We record below some of the basic properties needed in this paper.

Proposition 1. If Ψ : V → R is locally Lipschitz continuous and convex, then the subdifferential ∂Ψ(u) at
any u ∈ V in the sense of Clarke coincides with the convex subdifferential ∂Ψ(u).

Let Ψ ,Ψ1,Ψ2 : V → R be locally Lipschitz functions. Then ∂(λΨ)(u) = λ∂Ψ(u) for all λ ∈ R and all
∈ V . Moreover, the inclusion

∂(Ψ1 + Ψ2)(u) ⊆ ∂Ψ1(u) + ∂Ψ2(u) ∀u ∈ V (1)

olds, or equivalently,
(Ψ1 + Ψ2)0(u; v) ≤ Ψ0

1 (u; v) + Ψ0
2 (u; v) ∀u, v ∈ V. (2)

We will consider a fluid flow problem in a Lipschitz domain Ω ⊂ Rd (d ≤ 3 in applications). The boundary
Ω is split into two non-trivial parts: ∂Ω = Γ0 ∪ Γ1 with |Γ0| > 0, |Γ1| > 0, and Γ0 ∩ Γ1 = ∅. Since
Ω is Lipschitz continuous, the unit outward normal vector n = (n1, . . . , nd)T is defined a.e. on ∂Ω . For
vector-valued function u on the boundary, its normal and tangential components are un = u · n and
τ = u − unn, respectively. With the velocity field u and the pressure p, we define the strain tensor
(u) = 1

2 (∇u + (∇u)T ) and the stress tensor σ = −pI + 2νε(u), where I is the identity matrix. We
call σn = n · σn and στ = σn − σnn the normal and tangential components of σ on the boundary.

Denote by Sd the space of second order symmetric tensors on Rd or, equivalently, the space of symmetric
matrices of order d. We adopt the summation convention over a repeated index. The indices i and j run
between 1 and d. The canonical inner products and norms on Rd and Sd are

u · v = uivi, ∥v∥Rd = (v · v)1/2 for all u = (ui), v = (vi) ∈ Rd,
σ : τ = σijτij , ∥σ∥Sd = (σ : σ)1/2 for all σ = (σij), τ = (τij) ∈ Sd.

We consider the Stokes problem

− div(2νε(u)) + ∇p = f in Ω , (3)
div u = 0 in Ω , (4)

ith the following boundary conditions

u = 0 on Γ , (5)
0
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un = 0, −στ ∈ ∂ψ(uτ ) on Γ1. (6)

ere, the super-potential ψ : Rd → R is assumed locally Lipschitz and ∂ψ is the subdifferential of ψ in the
ense of Clarke, ν > 0 is the viscosity coefficient, and f is a given function. The relation (6) is known as a
lip boundary condition. The first part un = 0 indicates that the fluid cannot pass through Γ1 outside the
omain, and the second part represents a friction condition for the friction στ in terms of the tangential
elocity uτ .

The function spaces for the velocity variable and the pressure variable are

V =
{

v ∈ H1(Ω ;Rd) | v = 0 on Γ0, vn = 0 on Γ1
}
, (7)

Q =
{
q ∈ L2(Ω) | (q, 1)Ω = 0

}
. (8)

ince |Γ0| > 0, Korn’s inequality holds (cf. [15, p. 79]): for a constant c1 > 0 depending only on Ω and Γ0,

∥v∥H1(Ω ;Rd) ≤ c1∥ε(v)∥L2(Ω ;Sd) ∀ v ∈ V. (9)

hus ∥ε(·)∥L2(Ω ;Sd) defines a norm and is equivalent to the standard H1(Ω ;Rd)-norm on V . We use the
orm ∥ · ∥V = ∥ε(·)∥L2(Ω ;Sd) on V . By the Sobolev trace theorem, we have the inequality

∥vτ∥L2(Γ1;Rd) ≤ λ
−1/2
0 ∥v∥V ∀ v ∈ V, (10)

here λ0 > 0 is the smallest eigenvalue of the eigenvalue problem

u ∈ V,

∫
Ω

ε(u) : ε(v) dx = λ

∫
Γ1

uτ ·vτ ds ∀ v ∈ V. (11)

We assume f ∈ V ∗. Introduce the following bilinear and linear forms:

a(u, v) = 2ν
∫
Ω

ε(u) : ε(v) dx ∀ u, v ∈ V, (12)

b(v, q) = −
∫
Ω

q divv dx ∀ v ∈ V, q ∈ Q, (13)

⟨f , v⟩ =
∫
Ω

f · v dx ∀ v ∈ V. (14)

Concerning the super-potential ψ : Rd → R, we assume the following properties:
H(ψ). ψ is locally Lipschitz on Rd and for a constant αψ ≥ 0,

ψ0(ξ1; ξ2 − ξ1) + ψ0(ξ2; ξ1 − ξ2) ≤ αψ∥ξ1 − ξ2∥2
Rd ∀ ξ1, ξ2 ∈ Rd. (15)

It is known [16] that (15) is equivalent to

(η1 − η2) · (ξ1 − ξ2) ≥ −αψ∥ξ1 − ξ2∥2
Rd ∀ ξi ∈ Rd, ηi ∈ ∂ψ(ξi), i = 1, 2. (16)

emark 2. In [8], the following property is also assumed on ψ for the solution existence and uniqueness,
ue to the need to apply an abstract surjectivity result on pseudomonotonic operators.

∥η∥Rd ≤ c0 + c1∥ξ∥Rd ∀ ξ ∈ Rd,η ∈ ∂ψ(ξ) with c0, c1 ≥ 0.
uch a condition is assumed in other existing references on hemivariational inequalities, e.g., [16].

In this paper, we prove the solution existence and uniqueness without this assumption.

Now we consider the functional Ψ : L2(Γ1;Rd) → R defined by

Ψ(v) =
∫
Γ1

ψ(v) ds, v ∈ L2(Γ1;Rd). (17)

rom the proof of Theorem 4.20 in [16], we have the following result.
3
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Lemma 3. Assume that ψ : Rd → R has the properties H(ψ). Then the functional Ψ defined by (17) is
ocally Lipschitz on L2(Γ1;Rd) and

Ψ0(u; v) ≤
∫
Γ1

ψ0(uτ ; vτ ) ds ∀ u, v ∈ V. (18)

Combining (15) and (18), we have, for v1, v2 ∈ V ,

Ψ0(v1; v2 − v1) + Ψ0(v2; v1 − v2) ≤
∫
Γ1

[
ψ0(v1,τ ; v2,τ − v1,τ ) + ψ0(v2,τ ; v1,τ − v2,τ )

]
ds

≤ αψ

∫
Γ1

|v1,τ − v2,τ |2ds.

Then apply (10) to obtain

Ψ0(v1; v2 − v1) + Ψ0(v2; v1 − v2) ≤ αψλ
−1
0 ∥v1 − v2∥2

V ∀ v1, v2 ∈ V. (19)

quivalently,

⟨η1 − η2, v1 − v2⟩ ≥ −αψλ−1
0 ∥v1 − v2∥2

V ∀ vi ∈ V, ηi ∈ ∂Ψ(vi), i = 1, 2. (20)

The mixed weak formulation of problems (3)–(6) is as follows [8].

roblem 4. Find (u, p) ∈ V ×Q such that

a(u, v) + b(v, p) +
∫
Γ1

ψ0(uτ ; vτ ) ds ≥ ⟨f , v⟩ ∀ v ∈ V, (21)

b(u, q) = 0 ∀ q ∈ Q. (22)

It is possible to eliminate the unknown pressure p ∈ Q to deduce a reduced weak formulation. For this
urpose, we introduce a subspace of V :

Ṽ = {v ∈ V | div v = 0 in Ω} . (23)

roblem 5. Find u ∈ Ṽ such that

a(u, v) +
∫
Γ1

ψ0(uτ ; vτ ) ds ≥ ⟨f , v⟩ ∀ v ∈ Ṽ . (24)

Let us study Problem 5 through an equivalent minimization principle. At this point, we recall a sufficient
nd necessary condition on strong convexity of a locally Lipschitz continuous function, characterized by the
trong monotonicity of its generalized subdifferential in the sense of Clarke, cf. [17, Proposition 3.1].

emma 6. Let V be a real Banach space and let g : V → R be locally Lipschitz continuous. Then g is
trongly convex on V with a constant α > 0, i.e.,

g(λu+ (1 − λ) v) ≤ λ g(u) + (1 − λ) g(v) − αλ (1 − λ) ∥u− v∥2
V ∀u, v ∈ V, ∀λ ∈ [0, 1],

f and only if ∂g is strongly monotone on V with a constant 2α, i.e.,

⟨ξ − η, u− v⟩ ≥ 2α ∥u− v∥2
V ∀u, v ∈ V, ξ ∈ ∂g(u), η ∈ ∂g(v).

A proof of the next result can be found in [12].
4
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Proposition 7. Let V be a real Hilbert space and let g : V → R be a locally Lipschitz continuous and strongly
onvex functional on V with a constant α > 0. Then there exist two constants c0 and c1 such that

g(v) ≥ α ∥v∥2
V + c0 + c1∥v∥V ∀ v ∈ V. (25)

onsequently, g(·) is coercive on V .

Define an operator A : V → V ∗ by

⟨Au, v⟩ = a(u, v) ∀ u, v ∈ V. (26)

ote that
⟨Av, v⟩ = a(v, v) = 2 ν ∥v∥2

V ∀ v ∈ V. (27)
hen we introduce an energy functional

E(v) = 1
2 a(v, v) + Ψ(v) − ⟨f , v⟩, v ∈ Ṽ , (28)

nd consider a minimization problem related to Problem 5.

roblem 8. Find u ∈ Ṽ such that

E(u) = inf
{
E(v) | v ∈ Ṽ

}
.

heorem 9. Assume H(ψ) and αψ < 2 ν λ0. Then for any f ∈ V ∗, Problem 8 has a unique solution.

roof. Obviously, E : Ṽ → R is locally Lipschitz continuous, and by (1),

∂E(v) ⊂ Av + ∂Ψ(v) − f . (29)

or any v1, v2 ∈ Ṽ and any ζi ∈ ∂E(vi), i = 1, 2, write

ζi = Avi + ηi − f , ηi ∈ ∂Ψ(vi), i = 1, 2.

pply (27) and (20),

⟨ζ1 − ζ2, v1 − v2⟩ = a(v1 − v2, v1 − v2) + ⟨η1 − η2, v1 − v2⟩ ≥
(
2ν − αψλ

−1
0

)
∥v1 − v2∥2

V .

Hence, by Lemma 6, the energy functional E is strongly convex on Ṽ . Moreover, by Proposition 7, E is
coercive on Ṽ . It is well known (e.g. [18, Subsection 3.3.2]) that such a functional E has a unique minimizer u
on Ṽ , i.e., Problem 8 has a unique solution. ■

Theorem 10. Assume H(ψ), αψ < 2 ν λ0, and f ∈ V ∗. Then the unique solution of Problem 8 is also the
unique solution of Problem 5.

Proof. For the solution u of Problem 8, we have

E0(u; v) ≥ 0 ∀ v ∈ Ṽ .

Similar to (29), by (2),
E0(u; v) ≤ a(u, v) + Ψ0(u; v) − ⟨f , v⟩,

we see that the solution u of Problem 8 satisfies

a(u, v) + Ψ0(u; v) ≥ ⟨f , v⟩ ∀ v ∈ Ṽ .

By (18), this inequality implies (24). Thus, a solution of Problem 8 is also a solution of Problem 5. Uniqueness
of a solution to Problem 5 can be shown by a standard procedure. Therefore, both Problems 5 and 8 have

the same unique solution. ■

5
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(

R

Finally, since Problems 4 and 5 are equivalent ([8, Theorem 3.4]), we have the next result concerning the
unique solvability of Problem 4.

Theorem 11. Assume H(ψ) and αψ < 2 ν λ0. Then for any f ∈ V ∗, Problem 4 has a unique solution
u, p) ∈ V ×Q.
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