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#### Abstract

In this work, a residual type a posteriori error estimator is presented for finite element approximations of a variational inequality arising in hydrodynamics, which is governed by the stationary Stokes equations with a nonlinear slip boundary condition of friction type. Reliability of the estimator is rigorously proved, and efficient error control is analyzed, both are based on an equality problem with a Lagrangian multiplier. And an algorithm of recovering the multiplier is also provided. Numerical results are reported to illustrate the good performance of the estimator in the adaptive solution of the variational inequality, as well as the availability of the multiplier.
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## 1. Introduction

Over the past few decades, the adaptive mesh refinement technique has become an important tool for solving efficiently both linear and nonlinear problems in sciences and engineering. The basis of a successful adaptive procedure is the availability of a reliable and efficient a posteriori error estimator of a numerical solution, which is a computable quantity depending only on the problem data and the numerical solution. A posteriori error analysis for the numerical solution of differential equations started in late 1970s with the seminal work by Babuška and Rheinboldt [1,2]. For comprehensive surveys on existing a posteriori error estimators and adaptive procedures, the reader is referred to [3-5].

A posteriori error analysis of finite element methods for the Stokes equations, for both conforming and nonconforming methods, can be found in numerous publications, and the a posteriori error estimator can be classified into two types: residual type [6-13] and recovery type [14]. Notice that it is more difficult to develop a posteriori error estimator for numerical solutions of variational inequalities due to the inequality feature. Nevertheless, a number of papers can be found on a posteriori error estimation of finite element methods for elliptic variational inequalities, e.g. [15-20] for the obstacle problem, and [21,22] for the frictional contact problem. An a posteriori error estimator of discontinuous Galerkin methods for variational inequalities can be found in [23]. Nonetheless, for the inequality problems in hydrodynamics, most publications provide a prior error estimation, e.g., [24-34], and few work can be found on a posteriori error analysis [35,36].

[^0]In this paper, we consider a posteriori error estimation of finite element method for solving a variational inequality of the second kind, which is governed by the Stokes equations with a nonlinear slip boundary condition of friction type. A residual type a posteriori error estimator is proposed and studied. The derivation of the a posteriori error estimate is based on the use of a Lagrangian multiplier which formally turns the inequality into an equation. The reliability of the error estimator is proved in the sense that the estimator is an upper bound for the actual error, and efficiency is also analyzed that the error estimator as a lower bound plus some higher order terms as well as a term reflecting the approximation of the Lagrangian multiplier. Numerical examples are given on the good performance of the error estimator in adaptive solution of the variational inequality. The techniques used in this paper can also be applied to analyze the gradient recovery type error estimators combined with the standard argument of gradient recovery type error analysis for the Stokes problem [37-39].

The rest of this paper is organized as follows. In Section 2 we introduce the variational inequality problem for the Stokes equations and state some results on the variational inequality. Section 3 contains the finite element method setting and the posteriori error estimator of the residual type. In Section 4, we prove the reliability of the estimator, as well as show the analysis of the efficiency. An adaptive algorithm and an iterative algorithm are provided in Section 5, after which some numerical results are presented to show the performance of the adaptive procedure.

## 2. The variational inequality governed by Stokes equations

We first describe the physical setting of the variational inequality arising in hydrodynamics. For definiteness, we focus on the two-dimensional case and comment that the results can be extended to the three-dimensional case. Let $\Omega \subset \mathbb{R}^{2}$ be an open bounded convex polygon. We assume $\partial \Omega$ is smooth and split into two nonempty open part $\Gamma_{D}$ and $\Gamma_{S}$, with $\partial \Omega=\bar{\Gamma}_{D} \cup \bar{\Gamma}_{S}, \bar{\Gamma}_{D} \cap \bar{\Gamma}_{S}=\emptyset$. Let $\mathbf{n}=\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)^{T}$ be the unit outward normal on the boundary $\Gamma_{S}$, and let $\boldsymbol{\tau}$ be the unit tangent vector obtained by rotating $\mathbf{n}$ counterclockwise for $90^{\circ}$. Then if $\mathbf{v}$ is a vector defined on the boundary, we write $\mathbf{v}_{\mathbf{n}}=\mathbf{v} \cdot \mathbf{n}$ for its normal component, and $\mathbf{v}_{\boldsymbol{\tau}}=\mathbf{v}-\mathrm{v}_{\mathbf{n}} \mathbf{n}$ for its tangential component.

Consider the following Stokes equations with a nonlinear slip boundary condition of friction type

$$
\begin{align*}
-v \Delta \mathbf{u}+\nabla p & =\mathbf{f}, \quad \operatorname{div} \mathbf{u}=0 \quad \text { in } \Omega,  \tag{2.1}\\
\mathbf{u} & =\mathbf{0} \quad \text { on } \Gamma_{D},  \tag{2.2}\\
\mathbf{u}_{\mathbf{n}}=0, \quad\left|\boldsymbol{\sigma}_{\tau}\right| & \leq g, \quad \boldsymbol{\sigma}_{\boldsymbol{\tau}} \cdot \mathbf{u}_{\tau}+g\left|\mathbf{u}_{\tau}\right|=0 \quad \text { on } \Gamma_{S}, \tag{2.3}
\end{align*}
$$

where $\mathbf{u}$ is the fluid velocity, $p$ is the pressure, $v>0$ is the constant viscosity, $\mathbf{f}$ is a given external force. The quantity $\boldsymbol{\sigma}_{\tau}(\mathbf{u})=v \frac{\partial \mathbf{u}_{\tau}}{\partial \mathbf{n}}$ is the tangential component of the stress vector defined on $\Gamma_{S}$. The positive function $g: \Gamma_{S} \rightarrow(0, \infty)$ is called the threshold slip or barrier function.

The second and third relations in (2.3) are equivalent to the following implications:

$$
\left|\boldsymbol{\sigma}_{\tau}\right|<g \Rightarrow \mathbf{u}_{\tau}=\mathbf{0} \text { and } \mathbf{u}_{\tau} \neq \mathbf{0} \Rightarrow \boldsymbol{\sigma}_{\tau}=-g \frac{\mathbf{u}_{\tau}}{\left|\mathbf{u}_{\tau}\right|}
$$

Note that if $g \equiv 0$, then (2.3) reduces to the ordinary slip boundary condition: $\mathrm{u}_{\mathbf{n}}=0$ and $\boldsymbol{\sigma}_{\boldsymbol{\tau}}=\mathbf{0}$. This type of boundary conditions was first introduced by Fujita in [40] for applications in the blood flow in a vein of an arterial sclerosis patient, and flow through a canal with its bottom covered by sherbet of mud and pebbles.

We now list some notation used in this paper. For any open subset $\omega$ of $\Omega$ with a Lipschitz boundary $\partial \omega$, we denote by $H^{m}(\omega), L^{2}(\omega)$ and $L^{2}(\partial \omega)$ the usual Sobolev and Lebesgue spaces with the canonical norms $\|\cdot\|_{m, \omega},\|\cdot\|_{0, \omega},\|\cdot\|_{0, \partial \omega}$, $m \geq 0$. For $\omega=\Omega$, we will drop the subscript $\Omega$ in expressing these norms. Throughout the paper, the boldface symbols denote vector-valued quantities and the letter $C$ denotes a generic positive constant independent of the mesh size. We will also need the following spaces

$$
H_{0}^{1}(\Omega)=\left\{v \in H^{1}(\Omega):\left.v\right|_{\partial \Omega}=0\right\}, \quad L_{0}^{2}(\Omega)=\left\{q \in L^{2}(\Omega): \int_{\Omega} q=0\right\} .
$$

Then we introduce

$$
\mathbf{V}=\left\{\mathbf{v} \in\left[H^{1}(\Omega)\right]^{2}:\left.\mathbf{v}\right|_{\Gamma_{D}}=\mathbf{0},\left.\mathbf{v}_{\mathbf{n}}\right|_{\Gamma_{S}}=0\right\}, \quad Q=L_{0}^{2}(\Omega), \quad \mathbf{Y}=\left[L^{2}(\Omega)\right]^{2}, \quad \boldsymbol{\Lambda}=\mathbf{L}^{\infty}\left(\Gamma_{S}\right)
$$

We also recall some basic results in the study of the boundary value problem (2.1)-(2.3) [41,42]. A weak form of the considered problem is the following variational inequality: find $(\mathbf{u}, p) \in \mathbf{V} \times Q$ such that

$$
\begin{align*}
a(\mathbf{u}, \mathbf{v}-\mathbf{u})-d(\mathbf{v}-\mathbf{u}, p)+j\left(\mathbf{v}_{\tau}\right)-j\left(\mathbf{u}_{\tau}\right) & \geq(\mathbf{f}, \mathbf{v}-\mathbf{u}) \quad \forall \mathbf{v} \in \mathbf{V},  \tag{2.4}\\
d(\mathbf{u}, q) & =0 \quad \forall q \in Q \tag{2.5}
\end{align*}
$$

where the bilinear forms and the barrier term $j(\cdot)$ against slip on $\Gamma_{S}$ are defined as

$$
\begin{aligned}
a(\mathbf{u}, \mathbf{v}) & =v(\nabla \mathbf{u}, \nabla \mathbf{v}), \quad d(\mathbf{v}, p)=(\nabla \cdot \mathbf{v}, p) \quad \forall \mathbf{u}, \mathbf{v} \in \mathbf{V}, p \in Q \\
j(\boldsymbol{\eta}) & =\int_{\Gamma_{S}} g|\boldsymbol{\eta}| \text { ds } \quad \forall \boldsymbol{\eta} \in \boldsymbol{\Lambda}
\end{aligned}
$$

along with

$$
\begin{aligned}
& (p, q):=\int_{\Omega} p(\mathbf{x}) q(\mathbf{x}) \mathrm{d} \mathbf{x} \quad \forall p, q \in L^{2}(\Omega), \quad(\mathbf{v}, \mathbf{w}):=\int_{\Omega} \sum_{i=1}^{2} \mathrm{v}_{i}(\mathbf{x}) \mathrm{w}_{i}(\mathbf{x}) \mathrm{d} \mathbf{x} \quad \forall \mathbf{v}, \mathbf{w} \in \mathbf{Y}, \\
& (\nabla \mathbf{v}, \nabla \mathbf{w}):=\int_{\Omega} \sum_{i, j=1}^{2} \frac{\partial \mathbf{v}_{i}}{\partial x_{j}} \frac{\partial \mathrm{w}_{i}}{\partial x_{j}} \mathrm{~d} \mathbf{x} \quad \forall \mathbf{v}, \mathbf{w} \in \mathbf{H}^{1}(\Omega) .
\end{aligned}
$$

Obviously, the forms $a(\cdot, \cdot)$ and $d(\cdot, \cdot)$ are continuous and $j(\cdot)$ is also a continuous functional on $\boldsymbol{\Lambda}$. As a consequence of Korn's inequality ([43]), there exists a constant $\alpha>0$ such that

$$
a(\mathbf{v}, \mathbf{v}) \geq \alpha\|\mathbf{v}\|_{\mathbf{V}}^{2} \quad \forall \mathbf{v} \in \mathbf{V}
$$

Existence and uniqueness results to the variational inequality problem (2.4)-(2.5) are proven in [41,44].
Introduce the Lagrangian multiplier $\boldsymbol{\lambda}:=-\boldsymbol{\sigma}_{\boldsymbol{\tau}} / g$, then the inequality problem (2.4)-(2.5) is equivalent to the equation problem [42,45,46]: find $(\mathbf{u}, p, \boldsymbol{\lambda}) \in \mathbf{V} \times Q \times \boldsymbol{\Lambda}$ such that

$$
\begin{align*}
a(\mathbf{u}, \mathbf{v})-d(\mathbf{v}, p)+\left\langle g \lambda, \mathbf{v}_{\tau}\right\rangle_{\Lambda} & =(\mathbf{f}, \mathbf{v}) \quad \forall \mathbf{v} \in \mathbf{V}  \tag{2.6}\\
d(\mathbf{u}, q) & =0 \quad \forall q \in Q  \tag{2.7}\\
|\lambda| \leq 1, \lambda \cdot \mathbf{u}_{\tau} & =\left|\mathbf{u}_{\tau}\right| \text { a.e. on } \Gamma_{S} . \tag{2.8}
\end{align*}
$$

Remark 1. (i) Without loss of generality, we take $v=1$. This can be achieved through a scaling of the problem if $v$ is a constant different from 1.
(ii) In this work, we adopt the $\boldsymbol{\sigma}_{\boldsymbol{\tau}}(\mathbf{u})=v \frac{\partial \mathbf{u}_{\tau}}{\partial \mathbf{n}}$ introduced by Fujita in [41], it is supposed the boundary $\partial \Omega$ is smooth with $\bar{\Gamma}_{D} \cap \bar{\Gamma}_{S}=\varnothing$. While in $[28,30]$ and other work, they defined $\sigma_{\tau}=(\mathbb{T}(\mathbf{u}, p) \mathbf{n})_{\tau}$, with $\mathbb{T}(\mathbf{u}, p)=2 v \mathbb{D}(\mathbf{u})-p \mathbb{I}, \mathbb{D}(\mathbf{u})=$ $\frac{1}{2}\left(\nabla \mathbf{u}+\nabla^{t} \mathbf{u}\right)$, then the smooth assumption on the boundary is not essential, and $\Gamma_{D} \cap \Gamma_{S}=\varnothing$ is applicable.

## 3. Finite element method

Let $\mathscr{T}_{h}$ be a regular family of finite element triangulations of the domain $\Omega$ into triangles $\{K\}$, and we assume that the partition $\mathscr{T}$ is locally quasi-uniform. Let $e=\partial K_{i} \cap \partial K_{j}(i \neq j)$ be the common boundary between two elements $K_{i}$ and $K_{j}$ in $\mathscr{T}_{h}$. The diameters of $K$ and $e$ are denoted by $h_{K}$ and $h_{e}$. We will use $\mathscr{E}(K)$ for the set of sides of $K$, $\mathscr{E}_{h}^{S}$ for the subset of the element sides lying on the boundary $\Gamma_{S}, \mathscr{E}_{h}^{0}$ the set of all interior edges of $\mathscr{T}_{h}$ and $\mathscr{E}_{h}=\mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{S}$. In addition, the patch $\widetilde{K}$ associated with any element $K$ from a partition $\mathscr{T}_{h}$ consists of all elements sharing at least one vertex with $K$, i.e., $\widetilde{K}=\operatorname{int}\left(\cup\left\{K^{\prime} \in \mathscr{T}_{h}: \bar{K}^{\prime} \cap \bar{K} \neq \emptyset\right\}\right)$.

To approximate the velocity and pressure, two cases of finite element pairs $\mathbf{P}_{2}-P_{1}, \mathbf{P}_{1 b}-P_{1}$ and $\mathbf{P}_{1}-P_{1}, \mathbf{P}_{1}-P_{0}$ may be adopted, that is, we employ the following approximation spaces:

Case 1: Stable finite element pairs

$$
\begin{aligned}
& \mathbf{v}^{h}:=\left\{\begin{array}{l}
\mathbf{P}_{2}=\left\{\mathbf{v}_{h} \in[C(\bar{\Omega})]^{2} \cap \mathbf{V},\left.\mathbf{v}_{h}\right|_{K} \in\left[\mathcal{P}_{2}(K)\right]^{2}, \forall K \in \mathscr{T}_{h}\right\}, \\
\mathbf{P}_{1 b}=\left\{\mathbf{v}_{h} \in[C(\bar{\Omega})]^{2} \cap \mathbf{V},\left.\mathbf{v}_{h}\right|_{K} \in\left[\mathcal{P}_{1}(K)\right]^{2} \oplus[\mathcal{B}(K)]^{2}, \forall K \in \mathscr{T}_{h}\right\},
\end{array}\right. \\
& Q_{h}:=P_{1}=\left\{q_{h} \in C(\bar{\Omega}) \cap Q,\left.q_{h}\right|_{K} \in \mathcal{P}_{1}(K), \forall K \in \mathscr{T}\right\} .
\end{aligned}
$$

Case 2: Unstable finite element pairs

$$
\begin{aligned}
& \mathbf{v}^{h}:=\mathbf{P}_{1}=\left\{\mathbf{v}_{h} \in[C(\bar{\Omega})]^{2} \cap \mathbf{V},\left.\mathbf{v}_{h}\right|_{K} \in\left[\mathcal{P}_{1}(K)\right]^{2}, \forall K \in \mathscr{T}_{h}\right\}, \\
& Q_{h}=:\left\{\begin{array}{l}
P_{1}=\left\{q_{h} \in C(\bar{\Omega}) \cap Q,\left.q_{h}\right|_{K} \in \mathcal{P}_{1}(K), \forall K \in \mathscr{T}_{h}\right\}, \\
P_{0}=\left\{q_{h} \in Q,\left.q_{h}\right|_{K} \in \mathcal{P}_{0}(K), \forall K \in \mathscr{T}_{h}\right\} .
\end{array}\right.
\end{aligned}
$$

Here, $\mathcal{P}_{k}(K)$ is the space of polynomials of degree at most $k$ and $\mathcal{B}(K)$ is the space spanned by the bubble functions on $K$. The following inf-sup property holds with non-negative constants $\beta, \delta_{1}, \delta_{2}$ independent of $h$ [47,48]:
where $\stackrel{\circ}{\mathbf{V}}_{h}=\mathbf{H}_{0}^{1}(\Omega) \cap \mathbf{V}^{h}$ and $[q]$ denotes the jump of $q \in P_{0}$. We have $\delta_{1}=\delta_{2}=0$ if $\mathbf{P}_{2}-P_{1}$ and $\mathbf{P}_{1 b}-P_{1}$ are selected, while $\delta_{2}=0$ if $\mathbf{P}_{1}-P_{1}$ is chosen and $\delta_{1}=0$ for $\mathbf{P}_{1}-P_{0}$ finite element pair. Under the unstable situation, we draw into a pressure-stabilizer $[35,47,49]$

$$
G(p, q)=\delta(p-\Pi p, q-\Pi q) \quad \forall p, q \in Q_{h}
$$

with $\delta=0$ for Case 1 and $\delta=1$ for Case 2. And $\Pi$ is an $L^{2}$-projection operator:

$$
\Pi= \begin{cases}\Pi_{1}: L^{2}(\Omega) \rightarrow P_{1}, & \text { if } Q_{h}=P_{0} \\ \Pi_{0}: L^{2}(\Omega) \rightarrow P_{0}, & \text { if } Q_{h}=P_{1}\end{cases}
$$

Now to approximate $\mathbf{V}$, we introduce

$$
\mathbf{V}_{h}=\left\{\mathbf{v}_{h} \in \mathbf{V}^{h}, \mathbf{v}_{h}=0 \text { on } \Gamma_{D}, \mathbf{v}_{h \mathbf{n}}=0 \text { on } \Gamma_{S}, \forall K \in \mathscr{T}_{h}\right\} .
$$

The discrete formulation of the variational inequality (2.4)-(2.5) reads: find $\left(\mathbf{u}_{h}, p_{h}\right) \in \mathbf{V}_{h} \times Q_{h}$ such that

$$
\begin{align*}
a\left(\mathbf{u}_{h}, \mathbf{v}_{h}-\mathbf{u}_{h}\right)-d\left(\mathbf{v}_{h}-\mathbf{u}_{h}, p_{h}\right)+j\left(\mathbf{v}_{h \tau}\right)-j\left(\mathbf{u}_{h \tau}\right) & \geq\left(\mathbf{f}, \mathbf{v}_{h}-\mathbf{u}_{h}\right) \quad \forall \mathbf{v}_{h} \in \mathbf{V}_{h},  \tag{3.2}\\
d\left(\mathbf{u}_{h}, q_{h}\right)+G\left(p_{h}, q_{h}\right) & =0 \quad \forall q_{h} \in Q_{h}, \tag{3.3}
\end{align*}
$$

This discrete problem has a unique solution [28,33,41]. Analysis of the finite element approximation under stable and unstable finite element pairs of such problems is discussed in [25,28,32,46,50]. For derivation of the a posteriori error estimator, we will need the following finite element approximation to problem (2.6)-(2.8): find ( $\left.\mathbf{u}_{h}, p_{h}\right) \in \mathbf{V}_{h} \times Q_{h}$ and $\lambda_{h} \in \Lambda$ such that

$$
\begin{align*}
a\left(\mathbf{u}_{h}, \mathbf{v}_{h}\right)-d\left(\mathbf{v}_{h}, p_{h}\right)+\left\langle g \lambda_{h}, \mathbf{v}_{h \tau}\right\rangle_{\Lambda} & =\left(\mathbf{f}, \mathbf{v}_{h}\right) \quad \forall \mathbf{v}_{h} \in \mathbf{V}_{h},  \tag{3.4}\\
d\left(\mathbf{u}_{h}, q_{h}\right)+G\left(p_{h}, q_{h}\right) & =0 \quad \forall q_{h} \in Q_{h},  \tag{3.5}\\
\left|\lambda_{h}\right| \leq 1, \lambda_{h} \cdot \mathbf{u}_{h \tau} & =\left|\mathbf{u}_{h \tau}\right| \text { a.e. on } \Gamma_{S} . \tag{3.6}
\end{align*}
$$

For the arguments of the existence of the Lagrangian multiplier $\lambda_{h}$ and the equivalence between the inequality problem (3.2)-(3.3) and equality problem (3.4)-(3.6), one can refer to [21,46] to achieve the analogues.

Remark 2. (i) If the integrals $j(\cdot)$ and $\langle g \cdot, \cdot\rangle_{\Lambda}$ on $\Gamma_{S}$ in (2.4) and (2.6), respectively, are approximated by trapezoidal or Simpson formulas in (3.2) and (3.4) for the different finite element pairs, it has also been proved that the variational inequality problem (3.2)-(3.3) and the problem (3.4)-(3.6) are equivalent with a discrete subspace $\boldsymbol{\Lambda}_{h}$ [25,30].
(ii) We work with the stabilized terms based on the $L^{2}$-projection for brevity which are parameter free and independent of the mesh size, and for more involved ones see [51].
(iii) If we let $A(\mathbf{u}, p ; \mathbf{v}, q)=a(\mathbf{u}, \mathbf{v})-d(\mathbf{v}, p)+d(\mathbf{u}, q)+G(p, q)$, then there exists a positive constant $C$ independent of $h$ such that $[47,49]$

$$
\sup _{\left(\stackrel{\circ}{\circ}, \mathbf{V}_{h} \times Q_{h}\right.} \frac{A(\mathbf{u}, p ; \mathbf{v}, q)}{\|\mathbf{v}\|_{1}+\|q\|_{0}} \geq C\left(\|\mathbf{u}\|_{1}+\|p\|_{0}\right) \quad \forall(\mathbf{u}, p) \in \stackrel{\circ}{\mathbf{V}}_{h} \times Q_{h}
$$

## 4. A posteriori error estimator of residual type

In this section, we present a residual-type estimator for the error $\mathbf{e}=\mathbf{u}-\mathbf{u}_{h}, \epsilon:=p-p_{h}$ by using the characterizations in terms of the Lagrangian multiplier for the true and discrete solutions. The reliability and efficiency of the residual-type error estimator are shown only for the stable finite element pairs, while the analysis process is also applicable to the unstable finite element pairs $\mathbf{P}_{1}-P_{1}$ and $\mathbf{P}_{1}-P_{0}$, one can refer to [11] where the Stokes equations with Dirichlet boundary condition are studied. For vectors $\mathbf{v}$ and $\mathbf{n}$, let $\mathbf{v} \otimes \mathbf{n}$ denote the matrix whose $(i, j)$ th component is $v_{i} n_{j}$.

Define interior residuals for each element $K \in \mathscr{T}_{h}$ by

$$
\begin{equation*}
\mathbf{R}_{K}=\mathbf{f}+\Delta \mathbf{u}_{h}-\nabla p_{h} \quad \text { in } K \tag{4.1}
\end{equation*}
$$

and side residuals for each edge $e \in \mathscr{E}_{h}$ by

$$
\mathbf{R}_{e}= \begin{cases}-\left[\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right], & \text { if } e \in \mathscr{E}_{h}^{0}, \\ -\left(\mathbb{I}-\mathbf{n}_{K} \otimes \mathbf{n}_{K}\right) \nabla \mathbf{u}_{h} \mathbf{n}_{K}-g \lambda_{h \tau} & \text { if } e \in \mathscr{E}_{h},\end{cases}
$$

where the quantity

$$
\left[\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right]=\left.\mathbf{n}_{K_{1}}\left(\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right)\right|_{e \cap K_{1}}+\left.\mathbf{n}_{K_{2}}\left(\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right)\right|_{e \cap K_{2}},
$$

represents the jump discontinuity in the approximation to the normal derivative on the side $e$ which separates the neighboring elements $K_{1}$ and $K_{2}$.

Define a local error estimator by

$$
\eta_{K}^{2}=h_{K}^{2}\left\|\mathbf{R}_{K}\right\|_{0, K}^{2}+\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0, K}^{2}+\frac{1}{2} \sum_{e \in \mathscr{E}(K) \cap \mathscr{E}_{h}^{0}} h_{e}\left\|\mathbf{R}_{e}\right\|_{0, e}^{2}+\sum_{e \in \mathscr{E}(K) \cap \mathscr{E}_{h}^{S}} h_{e}\left\|\mathbf{R}_{e}\right\|_{0, e}^{2}
$$

and let

$$
\eta^{2}:=\sum_{K \in \mathscr{T}_{h}} \eta_{K}^{2}
$$

### 4.1. Reliability

Lemma 1. Let $(\mathbf{u}, p)$ and $\left(\mathbf{u}_{h}, p_{h}\right)$ be the solutions of (2.6)-(2.8) and (3.4)-(3.6). Then

$$
\begin{equation*}
\|\epsilon\|_{0} \leq C\left(\eta+\|\mathbf{e}\|_{1}\right) \tag{4.2}
\end{equation*}
$$

Proof. Taking an arbitrary $\mathbf{w}_{h} \in \stackrel{\circ}{\mathbf{V}}_{h}$ as a test function in (2.6) yields

$$
\begin{equation*}
a\left(\mathbf{u}, \mathbf{w}_{h}\right)-d\left(\mathbf{w}_{h}, p\right)=\left(\mathbf{f}, \mathbf{w}_{h}\right) . \tag{4.3}
\end{equation*}
$$

Similarly, it follows from (3.4) that

$$
\begin{equation*}
a\left(\mathbf{u}_{h}, \mathbf{w}_{h}\right)-d\left(\mathbf{w}_{h}, p_{h}\right)=\left(\mathbf{f}, \mathbf{w}_{h}\right) \tag{4.4}
\end{equation*}
$$

By subtraction of (4.3) and (4.4), there holds

$$
\begin{equation*}
a\left(\mathbf{e}, \mathbf{w}_{h}\right)-d\left(\mathbf{w}_{h}, \epsilon\right)=0 \tag{4.5}
\end{equation*}
$$

Let $\mathbf{v}_{I} \in \stackrel{\circ}{\mathbf{V}}_{h}$ be the regularized interpolation of $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$. Using integration by parts and (4.5), we have

$$
\begin{align*}
(\nabla \cdot \mathbf{v}, \epsilon) & =\left(\nabla \cdot\left(\mathbf{v}-\mathbf{v}_{I}\right), \epsilon\right)+\left(\nabla \cdot \mathbf{v}_{I}, \epsilon\right) \\
& =\left(\nabla \cdot\left(\mathbf{v}-\mathbf{v}_{I}\right), \epsilon\right)+\left(\nabla \mathbf{e}, \nabla \mathbf{v}_{I}\right) \\
& =\left(\nabla \cdot\left(\mathbf{v}-\mathbf{v}_{I}\right), \epsilon\right)-\left(\nabla \mathbf{e}, \nabla\left(\mathbf{v}-\mathbf{v}_{I}\right)\right)+(\nabla \mathbf{e}, \nabla \mathbf{v}) \\
& =-\sum_{K}\left(\mathbf{f}+\Delta \mathbf{u}_{h}-\nabla p_{h}, \mathbf{v}-\mathbf{v}_{I}\right)_{K}-\sum_{K} \int_{\partial K}\left(\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right) \mathbf{n} \cdot\left(\mathbf{v}-\mathbf{v}_{I}\right) \mathrm{d} s+(\nabla \mathbf{e}, \nabla \mathbf{v}) \\
& \leq C\|\mathbf{v}\|_{1}\left(\left(\sum_{K \in \mathscr{T}_{h}} h_{K}^{2}\left\|\mathbf{f}+\Delta \mathbf{u}_{h}-\nabla p_{h}\right\|_{0, K}^{2}\right)^{1 / 2}+\left(\sum_{e \in \mathscr{E}_{h}^{0}} h_{e}\left\|\left[\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right]\right\|_{e}^{2}\right)^{1 / 2}+\|\mathbf{e}\|_{1}\right) . \tag{4.6}
\end{align*}
$$

The inf-sup condition (3.1) implies that

$$
\left\|p-p_{h}\right\|_{0} \leq C\left(\eta+\|\mathbf{e}\|_{1}\right)
$$

It completes the proof.
To bound $\|\mathbf{e}\|_{1}$, we subtract (3.4) from (2.6) with $\mathbf{v}=\mathbf{v}_{h} \in \mathbf{V}_{h}$ to get the Galerkin orthogonality relation for the error

$$
\begin{equation*}
a\left(\mathbf{e}, \mathbf{v}_{h}\right)-d\left(\mathbf{v}_{h}, \epsilon\right)+\left\langle g\left(\lambda-\lambda_{h}\right), \mathbf{v}_{h \tau}\right\rangle_{\Lambda}=0 \quad \forall \mathbf{v}_{h} \in \mathbf{V}_{h} . \tag{4.7}
\end{equation*}
$$

For any $\mathbf{v} \in \mathbf{V}$, there holds

$$
\begin{align*}
a(\mathbf{e}, \mathbf{v})-d(\mathbf{v}, \epsilon) & =a(\mathbf{u}, \mathbf{v})-d(\mathbf{v}, p)-a\left(\mathbf{u}_{h}, \mathbf{v}\right)+d\left(\mathbf{v}, p_{h}\right) \\
& =(\mathbf{f}, \mathbf{v})-\left\langle g \lambda, \mathbf{v}_{\tau}\right\rangle_{\Lambda}-\left(\left(\nabla \mathbf{u}_{h}, \nabla \mathbf{v}\right)-\left(\nabla \cdot \mathbf{v}, p_{h}\right)\right) \tag{4.8}
\end{align*}
$$

where (2.6) is used. Then performing integration by parts over each element and regrouping the terms result in

$$
\begin{align*}
& \left(\nabla \mathbf{u}_{h}, \nabla \mathbf{v}\right)-\left(\nabla \cdot \mathbf{v}, p_{h}\right) \\
& =\sum_{K}\left(-\Delta \mathbf{u}_{h}+\nabla p_{h}, \mathbf{v}\right)_{K}+\left.\sum_{K} \int_{\partial K}\left(\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right) \mathbf{n}\right|_{K} \cdot \mathbf{v} \mathrm{ds} \\
& =\sum_{K}\left(-\Delta \mathbf{u}_{h}+\nabla p_{h}, \mathbf{v}\right)_{K}+\int_{\mathscr{E}_{h}^{0}}\left[\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right] \cdot \mathbf{v} \mathrm{d} s+\int_{\mathscr{E}_{h}^{S}}(\mathbb{I}-\mathbf{n} \otimes \mathbf{n}) \nabla \mathbf{u}_{h} \mathbf{n} \cdot \mathbf{v}_{\tau} \mathrm{d} s . \tag{4.9}
\end{align*}
$$

Inserting (4.9) into (4.8), with the fact that $\lambda_{h}=\lambda_{h \tau}+\lambda_{h \mathbf{n}} \mathbf{n}$ and $\lambda_{h \mathbf{n}} \mathbf{n} \cdot \mathbf{v}_{\boldsymbol{\tau}}=0$, we get
$a(\mathbf{e}, \mathbf{v})-d(\mathbf{v}, \epsilon)$

$$
\begin{aligned}
= & \sum_{K}\left(\mathbf{f}+\Delta \mathbf{u}_{h}-\nabla p_{h}, \mathbf{v}\right)_{K}-\left\langle g \lambda, \mathbf{v}_{\tau}\right\rangle_{\Lambda}-\int_{\mathscr{E}_{h}^{0}}\left[\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right] \cdot \mathbf{v} \mathrm{d} s-\int_{\mathscr{E}_{h}^{S}}(\mathbb{I}-\mathbf{n} \otimes \mathbf{n}) \nabla \mathbf{u}_{h} \mathbf{n} \cdot \mathbf{v}_{\tau} \mathrm{ds} s \\
= & \sum_{K}\left(\mathbf{f}+\Delta \mathbf{u}_{h}-\nabla p_{h}, \mathbf{v}\right)_{K}-\int_{\mathscr{E}_{h}^{0}}\left[\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right] \cdot \mathbf{v} \mathrm{d} s-\left\langle g\left(\boldsymbol{\lambda}-\lambda_{h}\right), \mathbf{v}_{\tau}\right\rangle_{\Lambda} \\
& -\int_{\mathscr{E}_{h}^{S}}\left(g \lambda_{h \tau}+(\mathbb{I}-\mathbf{n} \otimes \mathbf{n}) \nabla \mathbf{u}_{h} \mathbf{n}\right) \cdot \mathbf{v}_{\tau} \mathrm{d} s .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
a(\mathbf{e}, \mathbf{v})-d(\mathbf{v}, \epsilon)+\left\langle g\left(\lambda-\lambda_{h}\right), \mathbf{v}_{\tau}\right\rangle_{\Lambda}=\sum_{K}\left(\mathbf{R}_{K}, \mathbf{v}\right)_{K}+\int_{\mathscr{E}_{h}^{0}} \mathbf{R}_{e} \cdot \mathbf{v} \mathrm{~d} s+\int_{\mathscr{E}_{h}^{S}} \mathbf{R}_{e} \cdot \mathbf{v}_{\tau} \mathrm{d} s . \tag{4.10}
\end{equation*}
$$

Note that this residual equation together with (4.7) implies the orthogonality relation:

$$
\begin{equation*}
\sum_{K}\left(\mathbf{R}_{K}, \mathbf{v}_{h}\right)_{K}+\int_{\mathscr{E}_{h}^{0}} \mathbf{R}_{e} \cdot \mathbf{v}_{h} \mathrm{~d} s+\int_{\mathscr{E}_{h}^{S}} \mathbf{R}_{e} \cdot \mathbf{v}_{h \tau} \mathrm{~d} s=0 \quad \forall \mathbf{v}_{h} \in \mathbf{V}_{h} \tag{4.11}
\end{equation*}
$$

It follows from (2.8) and (3.6) that

$$
\begin{aligned}
\int_{\mathscr{E}_{h}^{S}} g\left(\lambda-\lambda_{h}\right)\left(\mathbf{u}_{h \tau}-\mathbf{u}_{\tau}\right) \mathrm{d} s & =\int_{\mathscr{E}_{h}^{S}} g \lambda \mathbf{u}_{h \tau} \mathrm{~d} s-\int_{\mathscr{E}_{h}^{S}} g \lambda \mathbf{u}_{\tau} \mathrm{d} s-\int_{\mathscr{E}_{h}^{S}} g \lambda_{h} \mathbf{u}_{h \tau} \mathrm{~d} s+\int_{\mathscr{E}_{h}^{S}} g \lambda_{h} \mathbf{u}_{\tau} \mathrm{d} s \\
& \leq \int_{\mathscr{E}_{h}^{S}} g\left|\mathbf{u}_{h \tau}\right| \mathrm{d} s-\int_{\mathscr{E}_{h}^{S}} g\left|\mathbf{u}_{\tau}\right| \mathrm{d} s-\int_{\mathscr{E}_{h}^{S}} g\left|\mathbf{u}_{h \tau}\right| \mathrm{d} s+\int_{\mathscr{E}_{h}^{S}} g\left|\mathbf{u}_{\tau}\right| \mathrm{d} s=0,
\end{aligned}
$$

and also from (2.7) that

$$
d(\mathbf{u}, \epsilon)=0
$$

Taking $\mathbf{v}=\mathbf{e}$ in (4.10), we derive

$$
a(\mathbf{e}, \mathbf{e})-d(\mathbf{e}, \epsilon) \leq a(\mathbf{e}, \mathbf{e})-d(\mathbf{e}, \epsilon)+\left\langle g\left(\lambda-\lambda_{h}\right), \mathbf{e}_{\tau}\right\rangle_{\Lambda}=\sum_{K}\left(\mathbf{R}_{K}, \mathbf{e}\right)_{K}+\int_{\mathscr{E}_{h}^{0}} \mathbf{R}_{e} \cdot \mathbf{e} \mathrm{~d} s+\int_{\mathscr{E}_{h}^{S}} \mathbf{R}_{e} \cdot \mathbf{e}_{\tau} \mathrm{d} s
$$

By (4.11),

$$
a(\mathbf{e}, \mathbf{e})-d(\mathbf{e}, \epsilon) \leq \sum_{K} \int_{K} \mathbf{R}_{K} \cdot\left(\mathbf{e}-\mathbf{v}_{h}\right) \mathrm{d} \mathbf{x}+\int_{\mathscr{E}_{h}^{0}} \mathbf{R}_{e} \cdot\left(\mathbf{e}-\mathbf{v}_{h}\right) \mathrm{d} s+\int_{\mathscr{E}_{h}^{S}} \mathbf{R}_{e} \cdot\left(\mathbf{e}_{\tau}-\mathbf{v}_{h \tau}\right) \mathrm{d} s \quad \forall \mathbf{v}_{h} \in \mathbf{V}_{h} .
$$

Then,

$$
\begin{aligned}
\|\mathbf{e}\|_{1}^{2} & =a(\mathbf{e}, \mathbf{e})-d(\mathbf{e}, \epsilon)+d(\mathbf{e}, \epsilon)=a(\mathbf{e}, \mathbf{e})-d(\mathbf{e}, \epsilon)-d\left(\mathbf{u}_{h}, \epsilon\right) \\
& \leq \sum_{K}\left(\mathbf{R}_{K}, \mathbf{e}\right)_{K}+\int_{\mathscr{E}_{h}^{0}} \mathbf{R}_{e} \cdot \mathbf{e d} s+\int_{\mathscr{E}_{h}^{S}} \mathbf{R}_{e} \cdot \mathbf{e}_{\tau} \mathrm{d} s-d\left(\mathbf{u}_{h}, \epsilon\right) \\
& \leq \sum_{K}\left(\mathbf{R}_{K}, \mathbf{e}-\mathbf{v}_{h}\right)_{K}+\int_{\mathscr{E}_{h}^{0}} \mathbf{R}_{e} \cdot\left(\mathbf{e}-\mathbf{v}_{h}\right) \mathrm{d} s+\int_{\mathscr{E}_{h}^{S}} \mathbf{R}_{e} \cdot\left(\mathbf{e}_{\tau}-\mathbf{v}_{h \tau}\right) \mathrm{d} s+\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}\|\epsilon\|_{0} .
\end{aligned}
$$

Let $\mathcal{L}_{h}: \mathbf{V} \rightarrow \mathbf{V}_{h}$ be the locally regularized interpolant operator introduced in [52]. Set $\mathbf{v}_{h}=\mathcal{L}_{h} \mathbf{e}$ and apply the Cauchy-Schwarz inequality, yielding

$$
\begin{aligned}
& \|\mathbf{e}\|_{1}^{2} \\
& \leq \sum_{K} \int_{K} \mathbf{R}_{K} \cdot\left(\mathbf{e}-\mathcal{L}_{h} \mathbf{e}\right) \mathrm{d} \mathbf{x}+\int_{\mathscr{E}_{h}^{0}} \mathbf{R}_{e} \cdot\left(\mathbf{e}-\mathcal{L}_{h} \mathbf{e}\right) \mathrm{d} s+\int_{\mathscr{E}_{h}^{\mathscr{S}}} \mathbf{R}_{e} \cdot\left(\mathbf{e}_{\boldsymbol{\tau}}-\mathcal{L}_{h} \mathbf{e}_{h \tau}\right) \mathrm{d} s+\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}\|\epsilon\|_{0} \\
& \leq \sum_{K}\left\|\mathbf{R}_{K}\right\|_{0, K}\left\|\mathbf{e}-\mathcal{L}_{h} \mathbf{e}\right\|_{0, K}+\sum_{e \in \mathscr{E}_{h}^{0}}\left\|\mathbf{R}_{e}\right\|_{0, e}\left\|\mathbf{e}-\mathcal{L}_{h} \mathbf{e}\right\|_{0, e}+\sum_{e \in \mathscr{E}_{h}^{S}}\left\|\mathbf{R}_{e}\right\|_{0, e}\left\|\mathbf{e}_{\tau}-\mathcal{L}_{h} \mathbf{e}_{\tau}\right\|_{0, e}+\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}\|\epsilon\|_{0} \\
& \leq C\|\mathbf{e}\|_{1}\left\{\sum_{K} h_{K}^{2}\left\|\mathbf{R}_{K}\right\|_{0, K}^{2}+\frac{1}{2} \sum_{e \in \mathscr{E}(K) \cap \mathscr{E}_{h}^{0}} h_{e}\left\|\mathbf{R}_{e}\right\|_{0, e}^{2}+\sum_{e \in \mathscr{E}(K) \cap \mathscr{E}_{h}^{S}} h_{e}\left\|\mathbf{R}_{e}\right\|_{0, e}^{2}\right\}^{1 / 2}+C\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}\left(\eta+\|\mathbf{e}\|_{1}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\|\mathbf{e}\|_{1}^{2} \leq C \eta^{2} . \tag{4.12}
\end{equation*}
$$

In actual computations, the terms on the right side of (4.12) are regrouped as a summation of the contributions from each element $K \in \mathscr{T}_{h}$. We summarize the above result in the form of a theorem.

Theorem 2. Let $(\boldsymbol{u}, p)$ and $\left(\boldsymbol{u}_{h}, p_{h}\right)$ be the unique solution of (2.4)-(2.5) and (3.2)-(3.3), respectively. Then we have

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1}+\left\|p-p_{h}\right\|_{0} \leq C \eta \tag{4.13}
\end{equation*}
$$

where the constant $C$ depends only on the domain $\Omega$ and the minimal angle condition, and is independent of the mesh-size.

### 4.2. Efficiency of the a posteriori error estimator

We follows Verfürth $[5,12]$ to discuss an upper bound of the error estimator, which will use the canonical bubble functions constructed for each element $K \in \mathscr{T}_{h}$ and each side $e \in \mathscr{E}_{h}$. Let $\xi_{1}, \xi_{2}$ and $\xi_{3}$ be the barycentric coordinates on $K$, the interior bubble function $\varphi_{K}$ is defined by

$$
\varphi_{K}= \begin{cases}27 \xi_{1} \xi_{2} \xi_{3} & \text { in } K, \\ 0 & \text { in } \Omega \backslash K\end{cases}
$$

For each side $e \in \mathscr{E}_{h}^{0}$, we can analogously define an edge bubble function $\varphi_{e}$. Let $K_{1}$ and $K_{2}$ be two elements sharing $e$, and let $\omega_{e}=K_{1} \cup K_{2}$ be the union of the elements $K_{1}$ and $K_{2}$. Denote by $\xi_{1}^{K_{i}}$ and $\xi_{2}^{K_{i}}$ the barycentric coordinates in $K_{i}, i=1,2$, that are associated with the two ends of $e$. Then the edge bubble function is

$$
\varphi_{e}= \begin{cases}4 \xi_{1}^{K_{i}} \xi_{2}^{K_{i}} & \text { in } K_{i} \\ 0 & \text { in } \Omega \backslash \omega_{e}\end{cases}
$$

In particular, for the side $e \in \mathscr{E}_{h}^{S}, \omega_{e}=K$ and then the edge bubble function is $\varphi_{e}=4 \xi_{1} \xi_{2}$.
Lemma 3 ([3,53,54]). (1) There exist positive constants $C_{m}^{1}$ and $C_{m}^{2}$, depending only on $m$, such that for any polynomial $\boldsymbol{\phi} \in \boldsymbol{L}^{2}(K)$ with degree at most $m$,

$$
\begin{align*}
& C_{m}^{1}\|\boldsymbol{\phi}\|_{0, K}^{2} \leq \int_{K} \varphi_{K} \boldsymbol{\phi}^{2} d \mathbf{x} \leq\|\boldsymbol{\phi}\|_{0, K}^{2}  \tag{4.14}\\
& \left\|\varphi_{K} \boldsymbol{\phi}\right\|_{1, K} \leq C_{m}^{2} h_{K}^{-1}\|\boldsymbol{\phi}\|_{0, K} \tag{4.15}
\end{align*}
$$

(2) There exist positive constants $C_{m}^{3}$ and $C_{m}^{4}$, depending only on $m$, such that for any polynomial $\psi \in L^{2}(e)$ with degree at most $m$,

$$
\begin{array}{r}
C_{m}^{3}\|\psi\|_{0, e}^{2} \leq \int_{e} \varphi_{e} \psi^{2} d s \leq\|\psi\|_{0, e}^{2} \\
C_{m}^{4}\|\psi\|_{0, e} \leq h_{e}^{-1 / 2}\left\|\varphi_{e} P \psi\right\|_{0, \omega_{e}}+h_{e}^{1 / 2}\left\|\varphi_{e} P \psi\right\|_{1, \omega_{e}} \leq\|\psi\|_{0, e}, \tag{4.17}
\end{array}
$$

where $P: C(e) \rightarrow C(K), K \in \mathscr{T}_{h}, e \in \mathscr{E}_{h}$ is an extension operator, which maps $\mathcal{P}_{k}(e)$ into $\mathcal{P}_{k}(K)$.
Let $\widetilde{\mathbf{f}}$ be a piecewise constant function whose value in $K \in \mathscr{T}_{h}$ equals the mean value of $\mathbf{f}$ on $K$. Following an argument similar to that from [3,5,11], we get a local bound for the residual type error estimator.

Lemma 4. There exists a generic constant $C>0$ such that,

$$
\begin{align*}
h_{K}\left\|\mathbf{f}+\Delta \mathbf{u}_{h}-\nabla p_{h}\right\|_{0, K} & \leq C\left(\|\mathbf{e}\|_{1, K}+\|\epsilon\|_{0, K}+h_{K}\|\mathbf{f}-\widetilde{\mathbf{f}}\|_{0, K}\right)  \tag{4.18}\\
h_{e}^{1 / 2}\left\|\left[\nabla \mathbf{u}_{h}-p_{h} \mathbb{I}\right]\right\|_{0, e} & \leq C\left(h_{e}\|\mathbf{f}-\widetilde{\mathbf{f}}\|_{0, \omega_{e}}+\|\mathbf{e}\|_{1, \omega_{e}}+\|\epsilon\|_{0, \omega_{e}}\right),  \tag{4.19}\\
\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0, K} & \leq C\|\mathbf{e}\|_{1, K} . \tag{4.20}
\end{align*}
$$

Up to this circumstance, the control of the element residual $\mathbf{R}_{K}$, the interior side residual $\mathbf{R}_{e}$, the divergence term $\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0, K}$ had been shown. Finally, we consider those sides $e$ lying on $\Gamma_{S}$ and let $\gamma$ be the element whose boundary contains $e$.

From the definition of $\mathbf{R}_{e}$ on $e \in \mathscr{E}_{h}^{S}$, we realize that $\mathbf{R}_{e} \in \mathbf{V}$. Let $P\left(\mathbf{R}_{e}\right) \in\left[\mathcal{P}_{K}\right]^{2}$ be an approximation of $\mathbf{R}_{e}$, which referred to [53] also keeps the property in $\mathbf{V}$. Now it follows from Lemma 3 that

$$
\begin{equation*}
\left\|\mathbf{R}_{e}\right\|_{0, e}^{2} \leq C \int_{e} \varphi_{e} P\left(\mathbf{R}_{e}\right)^{2} \mathrm{ds} \tag{4.21}
\end{equation*}
$$

According to $\mathbf{v} \in \mathbf{V}$ and $\mathbf{v}=\mathbf{v}_{\mathbf{n}} \mathbf{n}+\mathbf{v}_{\tau}$, the residual equation (4.10) can be rewritten as

$$
a(\mathbf{e}, \mathbf{v})-d(\mathbf{v}, \epsilon)+\left\langle g\left(\lambda-\lambda_{h}\right), \mathbf{v}_{\tau}\right\rangle_{\Lambda}=\sum_{K}\left(\mathbf{R}_{K}, \mathbf{v}\right)_{K}+\int_{\mathscr{E}_{h}} \mathbf{R}_{e} \cdot \mathbf{v} \mathrm{~d} s
$$

Let $\mathbf{v}_{h}=\varphi_{e} P\left(\mathbf{R}_{e}\right) \in \mathbf{V}$, extend this function to the whole domain by zero value outside $\gamma$, with this choice of $\mathbf{v}_{h}$, the above equation becomes

$$
a\left(\mathbf{e}, \varphi_{e} P\left(\mathbf{R}_{e}\right)\right)-d\left(\varphi_{e} P\left(\mathbf{R}_{e}\right), \epsilon_{h}\right)=\int_{\gamma} \mathbf{R}_{\gamma}^{K} \varphi_{e} P\left(\mathbf{R}_{e}\right) \mathrm{d} \mathbf{x}+\int_{e} \mathbf{R}_{e} \varphi_{e} P\left(\mathbf{R}_{e}\right) \mathrm{d} s+\int_{e} g\left(\lambda_{h}-\lambda\right)\left(\varphi_{e} P\left(\mathbf{R}_{e}\right)\right)_{\tau} \mathrm{d} s
$$

which leads to

$$
\begin{align*}
\int_{e} \varphi_{e} P\left(\mathbf{R}_{e}\right)^{2} \mathrm{~d} s= & \int_{e} \varphi_{e} P\left(\mathbf{R}_{e}\right)\left(P\left(\mathbf{R}_{e}\right)-\mathbf{R}_{e}\right) \mathrm{d} s+a\left(\mathbf{e}, \varphi_{e} P\left(\mathbf{R}_{e}\right)\right)-d\left(\varphi_{e} P\left(\mathbf{R}_{e}\right), \epsilon_{h}\right) \\
& -\int_{\gamma} \mathbf{R}_{\gamma}^{K} \varphi_{e} P\left(\mathbf{R}_{e}\right) \mathrm{d} \mathbf{x}-\int_{e} g\left(\boldsymbol{\lambda}_{h}-\lambda\right)\left(\varphi_{e} P\left(\mathbf{R}_{e}\right)\right)_{\tau} \mathrm{d} s \tag{4.22}
\end{align*}
$$

where $\mathbf{R}_{\gamma}^{K}$ is the interior residual on the element $\gamma$. Applying the Cauchy-Schwarz inequality and Lemma 3, the first three terms on the right side of (4.22) can be bounded. Using (4.21), we can obtain

$$
\begin{aligned}
\left\|\mathbf{R}_{e}\right\|_{0, e}^{2} \leq & C\left(\left\|\mathbf{R}_{e}\right\|_{0, e}\left\|P\left(\mathbf{R}_{e}\right)-\mathbf{R}_{e}\right\|_{0, e}+h_{e}^{-1 / 2}\left(\|\mathbf{e}\|_{1, K}+\|\epsilon\|_{0, K}\right)\left\|\mathbf{R}_{e}\right\|_{0, e}+h_{e}^{1 / 2}\left\|\mathbf{R}_{e}\right\|_{0, e}\left\|\mathbf{R}_{\gamma}^{K}\right\|_{0, \gamma}\right) \\
& +\int_{e} g\left(\lambda_{h}-\lambda\right)\left(\varphi_{e} P\left(\mathbf{R}_{e}\right)\right)_{\tau} \text { ds. }
\end{aligned}
$$

Multiplying both sides of this inequality by $h_{e}$ and summing over all sides $e \in \mathscr{E}_{h}^{S}$, we get

$$
\begin{align*}
\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\mathbf{R}_{e}\right\|_{0, e}^{2} \leq & C \sum_{e \in \mathscr{E}_{h}^{S}} h_{e}^{1 / 2}\left\|\mathbf{R}_{e}\right\|_{0, e} h_{e}^{1 / 2}\left\|P\left(\mathbf{R}_{e}\right)-\mathbf{R}_{e}\right\|_{0, e}+C \sum_{e \in \mathscr{E}_{h}^{S}} h_{e}^{1 / 2}\left(\|\mathbf{e}\|_{1, K}+\|\epsilon\|_{0, K}\right)\left\|\mathbf{R}_{e}\right\|_{0, e} \\
& +C \sum_{e \in \mathscr{E}_{h}^{S}} h_{e}^{1 / 2}\left\|\mathbf{R}_{e}\right\|_{0, e} h_{e}\left\|\mathbf{R}_{\gamma}^{K}\right\|_{0, \gamma}+\left|R_{h, \Gamma_{S}}\right| \tag{4.23}
\end{align*}
$$

where

$$
R_{h, \Gamma_{S}}=\int_{\mathscr{E}_{h}^{S}} g\left(\lambda_{h}-\lambda\right) h_{e}\left(\varphi_{e} P\left(\mathbf{R}_{e}\right)\right)_{\tau} \mathrm{d} s
$$

We can bound $R_{h, \Gamma_{S}}$ as follows

$$
\left|R_{h, \Gamma_{S}}\right| \leq \sum_{e \in \mathscr{E}_{h}^{S}} h_{e}^{1 / 2}\left\|g\left(\lambda-\lambda_{h}\right)\right\|_{0, e} h_{e}^{1 / 2}\left\|\varphi_{e} P\left(\mathbf{R}_{e}\right)\right\|_{0, e} \leq C\left(\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\lambda-\lambda_{h}\right\|_{0, e}^{2}\right)^{1 / 2}\left(\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\mathbf{R}_{e}\right\|_{0, e}^{2}\right)^{1 / 2}
$$

Using this bound in (4.23) and applying the Cauchy-Schwarz inequality lead to

$$
\begin{equation*}
\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\mathbf{R}_{e}\right\|_{0, e}^{2} \leq C\left(\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|P\left(\mathbf{R}_{e}\right)-\mathbf{R}_{e}\right\|_{0, e}^{2}+\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}^{2}\left\|\mathbf{R}_{\gamma}^{K}\right\|_{0, \gamma}^{2}+\left(\|\mathbf{e}\|_{1}+\|\epsilon\|_{0}\right)^{2}+\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\lambda-\lambda_{h}\right\|_{0, e}^{2}\right) . \tag{4.24}
\end{equation*}
$$

Summarizing (4.18), (4.20) with all elements $K \in \mathscr{T}$, (4.19) with all $e \in \mathscr{E}_{h}^{0}$, then combining them with (4.24), we have

$$
\begin{equation*}
\sum_{K \in \mathscr{T}_{h}} \eta_{K}^{2} \leq C\left(\left(\left\|\mathbf{e}_{h}\right\|_{1}+\left\|\epsilon_{h}\right\|_{0}\right)^{2}+\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\lambda-\lambda_{h}\right\|_{0, e}^{2}+\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|P\left(\mathbf{R}_{e}\right)-\mathbf{R}_{e}\right\|_{0, e}^{2}+\sum_{K \in \mathscr{T}_{h}} h_{K}^{2}\|\mathbf{f}-\widetilde{\mathbf{f}}\|_{0, K}^{2}\right) \tag{4.25}
\end{equation*}
$$

Since $\nabla \mathbf{u}_{h} \mathbf{n}$ on $e$ and $P\left(\mathbf{R}_{e}\right)$ are all polynomials. Therefore, the term $\left\|P\left(\mathbf{R}_{e}\right)-\mathbf{R}_{e}\right\|_{0, e}$ on the right side of (4.25) can be replaced by $\|\mathbf{f}-\widetilde{\mathbf{f}}\|_{0, K}$ and $\left\|\lambda_{h}-\lambda_{h, e}\right\|_{0, e}$, with discontinuous piecewise polynomial approximations $\widetilde{\mathbf{f}}$ and $\lambda_{h, e}$.

Theorem 5. Let $\eta$ be defined as in (4.1). Then we have

$$
\eta^{2} \leq C\left(\left(\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1}+\left\|p-p_{h}\right\|_{0}\right)^{2}+\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\lambda-\lambda_{h}\right\|_{0, e}^{2}+\sum_{K \in \mathscr{T}_{h}} h_{K}^{2}\|\mathbf{f}-\widetilde{\mathbf{f}}\|_{0, K}^{2}+\sum_{e \in \mathscr{E}_{h}^{S}} h_{e}\left\|\lambda_{h}-\lambda_{h, e}\right\|_{0, e}^{2}\right),
$$

with discontinuous piecewise polynomial approximations $\widetilde{\mathbf{f}}, \boldsymbol{\lambda}_{h, e}$ of $\mathbf{f}, \boldsymbol{\lambda}_{h}$.
Remark 3. A residual error estimator is investigated for the variational inequality governed by the Stokes equations, the analytical techniques used here can also be extended to other types of the posteriori error estimators, e.g. the gradient recovery type. Besides, the process of proof can also be applicable to the unstable finite element pairs or other numerical methods.

## 5. Numerical results

In this section, we give numerical examples on the two-dimensional problem. First we explain two algorithms: one is an adaptive algorithm for refinement, and the other is the iterative algorithm for solving the variational inequality.

### 5.1. Algorithms

Adaptive implementation. The local a posteriori error estimator $\eta_{K}$ defined in Section 4 can be used to provide algorithms for local grid refinement. we apply the local refinement by "Maximum Strategy" which is described briefly below; for more detail, the reader is referred to [10,55-57]. Adaptive finite element solutions are computed as follows.

Step 1. Start with an initial triangular mesh $\mathscr{T}_{h}$.
Step 2. Compute the solution $\left(\mathbf{u}_{h}^{a d}, p_{h}^{a d}\right) \in \mathbf{V}_{h} \times Q_{h}$ and error estimator $\eta_{K}$ on each triangle.
Step 3. Let the maximum error $\eta_{\max }=\max \eta_{K}$. For a fixed given threshold $\theta \in(0,1)(\mathrm{e} . \mathrm{g} . \theta=0.35)$, if $\eta_{K}>\theta \eta_{\max }$, mark the triangle $K$ for refinement.

Step 4. Perform refinement by the newest node bisection method [55,56] and obtain a new triangulation $\mathscr{T}_{h}$.
Step 5. Return to Step 2.
In the computation of the indicator $\eta_{K}$ in Step 2 , we make use of the multiplier $\lambda_{h}$ defined on $\Gamma_{S} \subset \partial \Omega$. In what follows we briefly describe how $\lambda_{h}$ can be recovered from the numerical solution ( $\mathbf{u}_{h}, p_{h}$ ) using (3.4); more details are given in [21].

We now show how to recover the Lagrangian multiplier $\lambda_{h}=\left(\lambda_{h}^{1}, \lambda_{h}^{2}\right)^{T}$, which can be a piecewise constant, a piecewise linear or a quadratic polynomial, denoted by $\lambda_{h, \alpha}, \alpha=0,1,2$. Denote by $\left\{\mathbf{a}_{j}\right\}_{j=1}^{m}$ the nodes of the partition $\mathscr{T}$ belonging to
$\bar{\Gamma}_{s}$. Let $\left\{\varphi_{j}\right\}_{j=1}^{m}$ be the basis functions corresponding to the nodes $\left\{\mathbf{a}_{j}\right\}$ and $\chi_{j}$ be the characteristic functions of the intervals $\left\{I_{j}\right\}$ belonging to $\bar{\Gamma}_{S}$ which is defined as follows: $I_{j}$ is the intersection of $\Gamma_{S}$ and the segment joining the midpoints of edges sharing $\mathbf{a}_{j}$ as a common point. We define a piecewise constant function

$$
\lambda_{h, 0}=\binom{\sum_{j=1}^{m} \lambda_{h, 0}^{1, j} \chi_{j}}{\sum_{j=1}^{m} \lambda_{h, 0}^{2, j} \chi_{j}}
$$

or the piecewise linear or quadratic function

$$
\lambda_{h, \alpha}=\binom{\sum_{j=1}^{m} \lambda_{h, \alpha}^{1, j} \varphi_{j}}{\sum_{j=1}^{m} \lambda_{h, \alpha}^{2, j} \varphi_{j}}, \quad \text { with } \alpha=1,2
$$

Let $n_{1}=\operatorname{dim}\left(\mathbf{V}_{h}\right), n_{2}=\operatorname{dim}\left(Q_{h}\right)$. Denote by $\mathbb{A}$ the standard $n_{1} \times n_{1}$ stiffness matrix, $\mathbb{B}_{\kappa}(\kappa=1,2)$ the standard $n_{1} \times n_{2}$ stiffness matrix and by $\boldsymbol{\ell}_{1}, \boldsymbol{\ell}_{2} \in \mathcal{R}^{n_{1}}$ the standard load vector for the Stokes problems. $\mathbb{M}_{1}, \mathbb{M}_{2} \in \mathcal{R}^{m} \times \mathcal{R}^{m}$ are sparse matrices. Let $\mathbf{u}=\left(u_{1}, u_{2}\right)^{T} \in \mathcal{R}^{2 n_{1}}, \mathbb{p} \in \mathcal{R}^{n_{2}}$ be the nodal value vectors of the finite element solution $\mathbf{u}_{h}, p_{h}$. Then the algebraic representation of (3.4)-(3.5) becomes

$$
\left[\begin{array}{ccc}
\mathbb{A} & \mathbb{1} & \mathbb{B}_{1} \\
\mathbb{1} & \mathbb{A} & \mathbb{B}_{2} \\
-\mathbb{B}_{1}^{T} & -\mathbb{B}_{2}^{T} & \mathbb{0}
\end{array}\right]\left[\begin{array}{c}
\mathfrak{u}_{1} \\
\mathfrak{u}_{2} \\
\mathbb{p}
\end{array}\right]+\left[\begin{array}{cc}
g \mathbb{M}_{1} & \mathbb{1} \\
\mathbb{1} & g \mathbb{M}_{2}
\end{array}\right]\left[\begin{array}{c}
\lambda_{h, \alpha}^{1} \\
\lambda_{h, \alpha}^{2}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{\ell}_{1} \\
\boldsymbol{\ell}_{2} \\
\mathbf{0}
\end{array}\right]
$$

We denote by $\mathfrak{u}_{\kappa, S}$ the subvector of $\mathfrak{u}_{\kappa}$, containing the nodal values at the vertices $\left\{\mathbf{a}_{j}\right\}_{j=1}^{m} \subset \bar{\Gamma}_{S}$. We can write $\mathfrak{u}_{\kappa}=$ $\left(\mathfrak{u}_{\kappa, i}, \mathfrak{u}_{\kappa, s}\right)^{T} \in \mathcal{R}^{n_{1}-m} \times \mathcal{R}^{m}$ by assuming that the components of $u_{\kappa, s}$ and $p$ are listed last. We also similarly split $\boldsymbol{\ell}_{\kappa}$ to $\boldsymbol{\ell}_{\kappa, i}$ and $\boldsymbol{\ell}_{\kappa, s}$. This decomposition yields a block structure for $\mathbb{A}$ and $\mathbb{B}_{\kappa}$,

$$
\mathbb{A}=\left[\begin{array}{ll}
\mathbb{A}_{i i} & \mathbb{A}_{i s} \\
\mathbb{A}_{s i} & \mathbb{A}_{s s}
\end{array}\right], \quad \mathbb{B}_{\kappa}=\left[\begin{array}{ll}
\mathbb{B}_{\kappa, i n_{2}} & \mathbb{B}_{\kappa, s n_{2}}
\end{array}\right]
$$

Then (3.4)-(3.5) are equivalent to

$$
\begin{aligned}
\mathbb{A}_{i i} \mathbb{u}_{\kappa, i}+\mathbb{A}_{i s} \mathbb{u}_{\kappa, s}+\mathbb{B}_{\kappa, i n_{2}} \mathbb{p} & =\boldsymbol{\ell}_{\kappa, i}, \\
\mathbb{A}_{s i} \mathfrak{u}_{\kappa, i}+\mathbb{A}_{s s} \mathbb{u}_{\kappa, s}+g \mathbb{M}_{\kappa} \lambda_{h, \alpha}^{\kappa} & =\boldsymbol{\ell}_{\kappa, s} .
\end{aligned}
$$

Once the numerical solution $\left(\mathbf{u}_{h}, p_{h}\right)$ is computed, from the second relation we see that

$$
\lambda_{h, \alpha}^{\kappa}=g^{-1} \mathbb{M}_{\kappa}^{-1}\left(\boldsymbol{\ell}_{\kappa, s}-\mathbb{A}_{s i} \mathbb{u}_{\kappa, i}-\mathbb{A}_{s s} \mathbb{u}_{\kappa, s}\right), \quad \kappa=1,2 .
$$

Uzawa algorithm. Based on the above preparations, we give the iterative algorithm to compute the numerical solutions on each layer of partition, for $\alpha=0,1$ or 2 .
(1) Choose an initial value $\lambda_{h, \alpha}^{(0)}$.
(2) Solve the following linear Stokes system to obtain $\left(\mathbf{u}_{h}^{(n)}, p_{h}^{(n)}\right), n=1,2, \ldots$,

$$
\left\{\begin{aligned}
a\left(\mathbf{u}_{h}^{(n)}, \mathbf{v}_{h}\right)-d\left(\mathbf{v}_{h}, p_{h}^{(n)}\right) & =\left(\mathbf{f}, \mathbf{v}_{h}\right)-\left\langle g \lambda_{h, \alpha}^{(n-1)}, \mathbf{v}_{h \tau}\right\rangle_{\Lambda} \\
d\left(\mathbf{u}_{h}^{(n)}, q_{h}\right) & =0
\end{aligned}\right.
$$

(3) Update the multiplier $\lambda_{h, \alpha}^{(n)}$ by the relations

$$
\lambda_{h, \alpha}^{(n), j}=g^{-1} \mathbb{M}^{-1}\left(\boldsymbol{\ell}_{s}-\mathbb{A}_{s i} \mathbb{u}_{i}-\mathbb{A}_{s s} \mathbb{u}_{s}\right), \quad \text { with } \lambda_{h, \alpha}^{(n)}=\sum_{j=1}^{m} \lambda_{h, \alpha}^{(n), j} \varphi_{j, \alpha} .
$$

and

$$
\lambda_{h, \alpha}^{(n)}=\max \left\{\min \left\{\lambda_{h, \alpha}^{(n)}, \mathbf{1}\right\},-\mathbf{1}\right\}
$$

where $\varphi$ represents the basis functions corresponding to the Lagrangian multiplier.
(4) Return to (2) until the tolerance error is satisfied.

### 5.2. Examples

We now present two numerical examples to show the robustness and reliability of the a posteriori error estimator.
Example 1. Let $\Omega=(0,1)^{2}$, whose boundary is split into the slip boundary $\Gamma_{S}=(0,1) \times\{1\}$ and the Dirichlet boundary $\Gamma_{D}=\partial \Omega \backslash \Gamma_{S}$. The exact solution ( $\mathbf{u}, p$ ) satisfies (2.1)-(2.2) is

$$
\begin{equation*}
\mathbf{u}(x, y)=\binom{10 x^{2}(x-1)^{2} y(y-1)(2 y-1)}{-10 x(x-1)(2 x-1) y^{2}(y-1)^{2}}, \quad p(x, y)=10(2 x-1)(2 y-1) \tag{5.1}
\end{equation*}
$$

Table 1
Values of the Lagrangian multiplier $\lambda_{h}$ for the uniform and adaptive meshes on $\Gamma_{S}$.

| $\begin{aligned} & g \\ & \lambda_{h}^{1} \\ & x \end{aligned}$ | 0.1 |  | 0.5 |  | 1.0 |  | $\left\|\sigma_{\tau}\right\|$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.0 |  | 0.0 |  | 0.0 |  | 0.0 |  |
|  | $\lambda_{h}^{u n}$ | $\lambda_{h}^{\text {ad }}$ | $\lambda_{h}^{u n}$ | $\lambda_{h}^{\text {ad }}$ | $\lambda_{h}^{u n}$ | $\lambda_{h}^{a d}$ | $\lambda_{h}^{u n}$ | $\lambda_{h}^{a d}$ |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.1 | -0.93 | -0.94 | -0.27 | -0.21 | -0.15 | -0.17 | -1.0 | -1.0 |
| 0.2 | -1.0 | -1.0 | -0.64 | -0.61 | -0.38 | -0.34 | -1.0 | -1.0 |
| 0.3 | -1.0 | -1.0 | -0.95 | -0.96 | -0.57 | -0.50 | -1.0 | -1.0 |
| 0.4 | -1.0 | -1.0 | -1.0 | -1.0 | -0.69 | -0.68 | -1.0 | -1.0 |
| 0.5 | -1.0 | -1.0 | -1.0 | -1.0 | -0.81 | -0.95 | -1.0 | -1.0 |
| 0.6 | -1.0 | -1.0 | -1.0 | -1.0 | -0.69 | -0.70 | -1.0 | -1.0 |
| 0.7 | -1.0 | -1.0 | -0.95 | -0.95 | -0.57 | -0.50 | -1.0 | -1.0 |
| 0.8 | -1.0 | -1.0 | -0.64 | -0.63 | -0.38 | -0.35 | -1.0 | -1.0 |
| 0.9 | -0.93 | -0.94 | -0.26 | -0.21 | -0.15 | -0.17 | -1.0 | -1.0 |
| 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

The external force $\mathbf{f}$ can be found from (2.1),

$$
\mathbf{f}(x, y)=\binom{-20 v\left(6 x^{2}-6 x+1\right) y(y-1)(2 y-1)-60 v\left(x^{2}(x-1)^{2}\right)(2 y-1)+20(2 y-1)}{60 v(2 x-1) y^{2}(2 y-1)^{2}+20 v x(x-1)(2 x-1)\left(6 y^{2}-6 y+1\right)+20(2 x-1)} .
$$

It is easy to verify that $\mathbf{u}$ satisfies the boundary condition (2.3) on $\Gamma_{D}$ and $\Gamma_{S}$. We can specify $\boldsymbol{\sigma}_{\tau}$ as follows:

$$
\sigma_{\tau}=\binom{10 x^{2}(x-1)^{2}}{0} \quad \text { on } \quad \Gamma_{S} .
$$

Moreover, the position friction function $g$ can be chosen as $\left|\boldsymbol{\sigma}_{\boldsymbol{\tau}}\right|$ on the slip boundary $\Gamma_{S}$ by (2.3). By a direct computation, we find that

$$
\max _{\overline{\Gamma_{S}}}\left|\sigma_{\tau}\right|=\max _{0 \leq x \leq 1}\left|10 x^{2}(x-1)^{2}\right|=0.625
$$

Now, instead of the adhesive boundary condition, we impose the slip boundary condition on $\Gamma_{S}$, for a fixed function $g$. Then it can be seen that

$$
\left\{\begin{aligned}
g(\mathbf{x}) & >\left|\sigma_{\tau}(\mathbf{x})\right| \text { for all nodes } \mathbf{x} \in \Gamma_{S} \Rightarrow(5.1) \text { remains the solution } \Rightarrow \text { No-slip occurs. } \\
g\left(\mathbf{x}_{0}\right) & =\left|\boldsymbol{\sigma}_{\tau}\left(\mathbf{x}_{0}\right)\right| \text { for some nodes } \mathbf{x}_{0} \in \Gamma_{S} \Rightarrow(5.1) \text { is no longer a solution } \Rightarrow \text { Slip occurs. }
\end{aligned}\right.
$$

In particular, for a constant $g$,

$$
\left\{\begin{array}{l}
g>0.625 \Rightarrow(5.1) \text { remains the solution } \Rightarrow \text { No-slip occurs. } \\
g \leq 0.625 \Rightarrow(5.1) \text { is no longer a solution } \Rightarrow \text { Slip occurs. }
\end{array}\right.
$$

The slip and non-slip phenomena are clearly observed in Figs. 1 and 2 for different friction functions $g$. Table 1 shows the values of the multiplier $\lambda_{h}$ on $x$-axis corresponding to Figs. 1, 2. These results are selected only for the $\mathbf{P}_{2}-P_{1}$ finite element pair since the results are similar for the two cases of finite element pairs ( $\mathbf{P}_{2}-P_{1}, \mathbf{P}_{1 b}-P_{1}$ and $\left.\mathbf{P}_{1}-P_{1}, \mathbf{P}_{1}-P_{0}\right)$, as well as on a $16 \times 16$ grid for uniform partitions, on an initial $8 \times 8$ grid after 4 times iteration for adaptive mesh. Moreover, for $\mathbf{P}_{2}-P_{1}$, we choose the quadratic polynomials as the basis functions of $\boldsymbol{\lambda}_{h}$, while for the finite element pairs $\mathbf{P}_{1}-P_{1}, \mathbf{P}_{1}-P_{0}$, we choose the linear polynomials as the basis functions of $\lambda_{h}$.

In fact, when $g$ is a constant, slip phenomena $\left(\mathbf{u}_{h \tau} \neq 0\right)$ take place on $\Gamma_{S}$ for $0.1,0.5$, whereas no slip is observed for $g=1.0$. While $g$ is a fixed function, if $g\left(\mathbf{x}_{0}\right)$ is bigger than $\left|\boldsymbol{\sigma}_{\tau}\left(\mathbf{x}_{0}\right)\right|$, no slip occurs along the top boundary of the computational domain, and slip phenomena appear at the positions where the values of $g\left(\mathbf{x}_{0}\right)$ are less than $\left|\sigma_{\tau}\left(\mathbf{x}_{0}\right)\right|$, and the degree of slip occurrence is closely related to the value of the friction function $g$. These phenomena can also be further verified by the values of $\lambda_{h}$ in Table 1.

Fig. 3 provides the errors $\left\|\mathbf{u}-\mathbf{u}_{h}^{u n}\right\|_{1},\left\|p-p_{h}^{u n}\right\|_{0}$ and $\left\|\mathbf{u}-\mathbf{u}_{h}^{a d}\right\|_{1},\left\|p-p_{h}^{a d}\right\|_{0}$ under the stable finite element pair $\mathbf{P}_{2}-P_{1}$ and unstable finite element pairs $\mathbf{P}_{1}-P_{1}, \mathbf{P}_{1}-P_{0}$. The numerical solution corresponding to $h=1 / 64$ is taken as the "exact" solution $\mathbf{u}$ when slip occurs.

Example 2 (Simulation of a Blood Flow Model). This example studies a two-dimensional simplified model of hemokinesis in an arterial vessel whose wall may have an arterial stenosis [58-60]. We assume that the blood flow is a viscous Newtonian flow, and its governing equations are the incompressible stationary Stokes equations. The geometric model is set up and two types of computational domain are displayed in Fig. 4. Blood flows into the vessel from the left entrances and both of the inlets and outlets are labeled. Set the diameter of the main vessel as 2 , the length as 12 . For the setting shown in Fig. 4(b), a half-square stenosis is attached on the wall of the vessel and the outlet of the flow area is assumed far away from the stenosis.


Fig. 1. Velocity field in $\Omega$ with different friction function $g$ under uniform meshes.


Fig. 2. Velocity field in $\Omega$ with different friction function $g$ under adaptive meshes.

We set $h=1 / 8$ as the size for the initial unified grid. The inflow velocities are: $u_{x}=4-4(1-y)^{2}, u_{y}=0$, We set the frictional function $g=\left|\sigma_{\tau}\right|, 4.0,10$. And the velocity $U=\left(u_{h x}^{2}+u_{h y}^{2}\right)^{1 / 2}$. The stable $\mathbf{P}_{2}-P_{1}$ finite element pair is employed and the basis function of $\lambda_{h}$ is chosen as quadratic polynomials. All the results are selected after 4 times refinement of the initial mesh.

From the compared velocities and contours of pressure in Figs. 5 and 6, one can see that slip phenomena occur when the friction function $g=\left|\sigma_{\tau}\right|$ and $g=4.0$, while for $g=10$ no slip phenomenon takes place: the values of velocity along the bottom approach 0 when no slip exists (Figs. 5, 6: (c)), while those in horizontal direction along the upper and lower bottom are no longer 0 except at the entrance (Figs. 5, 6: (a)(b)).

For Domain I, fluid smoothly flows to the outlet and the pressures along the bottom decline in a straight line under $g=10$. While under $g=\left|\sigma_{\tau}\right|, g=4.0$, the fluid changes near the entrance and then smoothly flows out (Fig. 7); we can


Fig. 3. Error bounds of $\left\|\mathbf{u}-\mathbf{u}^{u n}\right\|_{1}(\Delta),\left\|\mathbf{u}-\mathbf{u}^{a d}\right\|_{1}(\Delta)$ and $\left\|p-p^{u n}\right\|_{0}(\square),\left\|p-p^{a d}\right\|_{0}(\square)$ under $g=1.0$ (top) and $g=\left|\sigma_{\tau}\right|$ (bottom) for different finite element pairs.


Fig. 4. Geometric domain of the vascular model.
also see the pressure along the bottom violently ascends when cross a point, it decreases almost linearly, which is also consistent with the velocity.

For Domain II, when the stenosis exists, flow separation regions begin to appear and the low speed areas are forming, which lead to the eddies (Figs. 6, 8). When there is no slip, the eddies appear at the four corners and the speed in the horizontal and vertical directions are both zero; while the slip phenomena occur (Fig. 6: (a)(b)), the values of velocity in horizontal direction along the bottom are non-vanishing, only the vertical component of velocity vanished, and one observation is that the eddies only appear at the backward of the stenosis, the low speed area become smaller, in addition, the slip regions decrease with the smaller of the friction function $g$. For the pressure along the upper and lower boundaries, which changes sharply concentrated in the position of a stenosis of the vessel, and at other places, they show more gentle. Meanwhile, the pressure gradient of the main vessel along the local stenosis near the wall is also large (Fig. 6: (d)(e)(f)).

In summary, when the stenosis on the wall of the blood vessel exists, the blood platelets and fibrinogen more easily deposit at the low speed regions, and lower shear stress of the wall in the separation areas makes the accumulation of material around the vessel walls, which can hardly be carried off by the flowing blood. However, with the occurrence of slip phenomenon, the low speed regions reduced, which may help us to design the artificial blood vessel for drag reduction, and further to reduce the risk of arteriosclerosis.

## 6. Conclusion

We propose a residual type a posteriori error estimator for a variational inequality problem under the stable ( $\mathbf{P}_{2}$ $P_{1}, \mathbf{P}_{1 b}-P_{1}$ ) and unstable ( $\mathbf{P}_{1}-P_{1}, \mathbf{P}_{1}-P_{0}$ ) finite element pairs, which is governed by the stationary Stokes equations with


Fig. 5. The results for velocity ((a), (b), (c)) and pressure ((d), (e), (f)) under different friction function $g$ for Domain I.


Fig. 6. The results for velocity ((a), (b), (c)) and pressure ((d), (e), (f)) under different friction function $g$ for Domain II.


Fig. 7. The streamlines in Domain I under different friction function.


Fig. 8. The streamlines in Domain II and local magnified graphs under different friction function.
a nonlinear slip boundary condition of friction type. We prove the reliability by separately estimating the error bounds of velocity and pressure. With the help of canonical bubble functions, we evaluate the efficiency of the global estimator according to the polynomial properties of the numerical quantities, where two discontinuous piecewise polynomial approximations $\widetilde{\mathbf{f}}$ and $\lambda_{h, e}$ are involved. The presented numerical tests demonstrate the reliability and efficiency of the posteriori error estimator. Furthermore, the theoretical technique in this work can be extended to other variational inequality problems, e.g. Navier-Stokes equations with a nonlinear slip or leak boundary condition of friction type.
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