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Abstract. In this paper, we provide stability analysis for a stationary Stokes
hemivariational inequality where along the tangential direction of the slip

boundary, an inclusion relation involving the generalized subdifferential of a

superpotential is specified. With viscous incompressible fluid flows as applica-
tion background, stability is analyzed for solutions with respect to perturba-

tions in the superpotential and the density of external forces. We also present

a result on the existence of a solution to an optimal control problem for the
stationary Stokes hemivariational inequality.

1. Introduction. The mathematical theory of variational and hemivariational in-
equalities has emerged as an important tool to study in a unified framework a wide
range of nonlinear problems arising in several branches of science and engineering.
The history of variational inequalities is traced back to 1933 when Signorini ([36])
posed a mechanical problem on frictionless contact between a linearly elastic body
and a rigid foundation, which was studied as a variational inequality in [9]. Sys-
tematic mathematical analysis of variational inequalities started in the sixties (cf.
[28, 3]). Since then, there has been an increasing interest in studying variational
inequality problems. For example, the study of variational inequalities and their
applications can be found in several early monographs, such as [6, 26, 1]. Numerical
methods for solving variational inequalities have been studied by many authors, and
some comprehensive references include [15, 16, 20, 23].

Variational inequality problems are concerned with convex energy functionals
(potentials), and their analysis relies on tools and techniques from convex analy-
sis, such as monotonicity arguments. In contrast, hemivariational inequalities are
mathematical problems which are concerned with nonsmooth and nonconvex energy
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functionals (superpotentials) and are particularly useful for analyzing and solving
certain nonsmooth and nonconvex problems. The notion of hemivariational inequal-
ities was first introduced by Panagiotopoulos in early 1980s ([33]) and it is closely
related to the development of the concepts of the generalized directional derivative
and subdifferential of a locally Lipschitz functional in the sense of Clarke ([4, 5]).
Since that time many publications have appeared on hemivariational inequalities,
see for example [34, 32, 31, 37]. The finite element method is a natural choice to
solve hemivariational inequalities ([21]). Optimal order error estimates have been
derived for the numerical solution of various hemivariational inequalities, starting
with the paper [17]. See [18] for a recent summarized account of numerical analysis
of hemivariational inequalities.

Fujita in [11, 12] investigated the boundary value problem for steady motions of
viscous incompressible fluid, where he introduced slip or leak boundary conditions
of friction type. Theoretical results on solution existence, uniqueness and other
properties for Stokes problems can be found in [14, 13, 35]. In these references, the
weak formulations of the problems are variational inequalities.

Recently, stability of hemivariational inequalities has attracted attention, since
in applications, one cannot expect to know the problem data exactly; see [19, 41] on
stability analysis of elliptic hemivariational inequalities. The stability is especially
significant from the view-point of numerical approximations since a numerical solu-
tion is meaningful only if the problem being solved is stable with respect to the data.
The optimal control theory has a wide range of applications in robotics, aviation
and space technology, heat conduction, electromagnetic waves and fluid flows, to
name a few. Optimal control problems for variational and hemivariational inequal-
ities have been extensively studied; see, for example, [2, 8, 10, 22, 29, 30, 39]. In
this paper, we study a hemivariational inequality problem for the stationary Stokes
equations with a nonlinear slip boundary condition. Firstly, we present a stability
result for solutions with respect to perturbations in the slip superpotential and the
density of external forces f . Then, we investigate an optimal control problem for
the stationary Stokes hemivariational inequality.

Consider a viscous incompressible fluid that occupies a domain Ω in Rd (d ≤ 3).
Assume Ω is a Lipschitz domain, i.e., its boundary ∂Ω is Lipschitz continuous. The
boundary is split into two parts: ∂Ω = Γ ∪ S with meas(Γ) > 0 and meas(S) > 0,
and Γ ∩ S = ∅. Denote by n = (n1, · · · , nd)T the unit outward normal on the
boundary ∂Ω. For a vector-valued function v on the boundary, let vn = v · n and
vτ = v−vnn be the normal component and the tangential component, respectively.
With the flow velocity field u and the pressure p, we define the strain tensor ε(u) =
1
2 (∇u + (∇u)T ) and the stress tensor σ = −pI + 2νε(u), where I is the identity
matrix and ν > 0 is the viscosity coefficient. Let σn = n · σn and στ = σn− σnn
be the normal component and the tangential component of σ.

In this paper, we consider the Stokes problem

−ν∆u+∇p = f in Ω, (1)

divu = 0 in Ω, (2)

with the following boundary conditions

u = 0 on Γ, (3)

un = 0, −στ ∈ ∂j(uτ ) on S. (4)
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Here, j : S×Rd → R is assumed to be locally Lipschitz and ∂j is the subdifferential
of j(x, ·) in the sense of Clarke, j(uτ ) is a short-hand notation for j(x,uτ ), f is
the density of external forces. In the literature, (4) is known as a slip boundary
condition.

We recall here the definition of generalized directional derivative and generalized
gradient in the sense of Clarke for a locally Lipschitz continuous function.

Definition 1.1. ([5]) Let X be a Banach space, and let f : X → R be a locally
Lipschitz continuous function. The generalized directional derivative of f at x ∈ X
in the direction v ∈ X, denoted by f0(x; v), is defined by

f0(x; v) = lim sup
y→x, λ→0+

f(y + λv)− f(y)

λ
.

The generalized gradient or subdifferential of f at x, denoted by ∂f(x), is a subset
of the dual space X∗ given by

∂f(x) = {ζ ∈ X∗ | f0(x; v) ≥ 〈ζ, v〉X∗×X ∀ v ∈ X}. (5)

We will need the following properties of the generalized directional derivative
and the generalized gradient.

Proposition 1. ([31]) Let X be a Banach space, and let f : X → R be a locally
Lipschitz continuous function. Then the following hold:

(i) For every x ∈ X, the funcion X 3 v 7→ f0(x; v) ∈ R is positively homogeneous
and subadditive, i.e., f0(x;λv) = λf0(x; v) for all λ ≥ 0, v ∈ X and f0(x; v1 +v2) ≤
f0(x; v1) + f0(x; v2) for all v1, v2 ∈ X, respectively.

(ii) The function X ×X 3 (x, v) 7→ f0(x; v) ∈ R is upper semicontinuous, i.e.,
for all x ∈ X, v ∈ X, {xn} ⊂ X, {vn} ⊂ X such that xn → x in X and vn → v in
X, we have lim sup f0(xn; vn) ≤ f0(x; v).

(iii) For all v ∈ X, f0(x; v) = max{〈ζ, v〉X∗×X | ζ ∈ ∂f(x)}.
The rest of this paper is organized as follows. In Section 2, we introduce the weak

formulation of the Stokes problem, and recall an existence and uniqueness result of
the solution. In Section 3, we present the stability result for the stationary Stokes
hemivariational inequality. Finally, in Section 4, we consider a class of optimal
control problems associated to the stationary Stokes hemivariational inequality.
Existence of an optimal solution to the control problem is shown.

2. The Stokes hemivariational inequality. We denote by Sd the space of sec-
ond order symmetric tensors on Rd or, equivalently, the space of symmetric matrices
of order d. The canonical inner products and the corresponding norms on Rd and
Sd are

u · v = uivi, ‖v‖Rd = (v · v)1/2 for all u = (ui), v = (vi) ∈ Rd,

σ : τ = σijτij , ‖σ‖Sd = (σ : σ)1/2 for all σ = (σij), τ = (τij) ∈ Sd.
Here and below the indices i and j run between 1 and d, and the summation
convention over repeated indices is used.

The space (Hm(Ω))d (m ≥ 1) is denoted by Hm(Ω). We use

V := {v ∈H1(Ω) | v|Γ = 0, vn|S = 0}
as the space of the velocity variable,

M := L2
0(Ω) =

{
q ∈ L2(Ω) |

∫
Ω

q dx = 0
}
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as the space for the pressure variable,

H := {σ = (σij)d×d | σij = σji ∈ L2(Ω), 1 ≤ i, j ≤ d}
as the space of the strain or stress fields. Let

V 0 := H1
0 (Ω)d

and
H1 := {σ ∈ H | Divσ ∈H},

where
H := L2(Ω;Rd).

Define ε : H1(Ω)→ H and Div : H1 →H by

ε(u) = (εij(u)), εij(u) =
1

2
(ui,j + ui,j), Divσ = (σij,j)d.

Here and below an index that follows a comma indicates a derivative with respect
to the corresponding component of the variable. Therefore, since the summation
convention over repeated indices is adopted, the divergence of the stress field is
given by

σij,j =

d∑
j=1

∂σij
∂xj

.

Recall the following formulas ([31, Chapter 2]):∫
Ω

(udivv +∇u · v) dx =

∫
∂Ω

u vnds ∀u ∈ H1(Ω), v ∈H1(Ω), (6)∫
Ω

σ : ε(v)dx+

∫
Ω

Divσ · v dx =

∫
∂Ω

σn · v ds ∀v ∈H1(Ω), σ ∈ H1(Ω; Sd).

(7)

It is well known that the spaces H and H are Hilbert spaces equipped with the
inner products

(u,v)H =

∫
Ω

u · v dx, (σ, τ )H =

∫
Ω

σ : τ dx.

Let ‖ · ‖1 be the standard norm in the Hilbert space H1(Ω). Since meas(Γ) > 0,
the following Korn’s inequality (cf. [25, Lemma 6.2]) holds:

‖v‖1 ≤ c ‖ε(v)‖H ∀v ∈ V , (8)

where the constant c depends only on Ω and Γ. This implies that the norm ‖ · ‖V =
‖ε(·)‖H is equivalent on V with the norm ‖ · ‖1. Therefore, (V , ‖ · ‖V ) is a Hilbert
space.

The duality pairing between V and V ∗ is denoted by 〈·, ·〉. Identifying H with
its dual, we have an evolution triple V ⊂ H ⊂ V ∗ with dense, continuous and
compact embeddings. We denote by γ : V → L2(S) := L2(S;Rd) the tangential
component trace operator, defined by γv = vτ on S for v ∈ V . By the Sobolev
trace theorem and (8), γ is a linear continuous operator from V to L2(S); we denote
its operator norm by ‖γ‖.

Introduce two bilinear forms:

a(u,v) = 2ν (ε(u), ε(v))H ∀u,v ∈ V , (9)

b(v, q) =

∫
Ω

q divv dx ∀v ∈ V , q ∈M. (10)
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Obviously, a(·, ·) is coercive on V ; indeed,

a(v,v) = 2ν ‖v‖2V ∀v ∈ V . (11)

Concerning the superpotential j, we assume the following properties:
H(j). j : S × Rd → R is such that
(i) j(·, ξ) is measurable on S for all ξ ∈ Rd and j(·,0) ∈ L1(S);
(ii) j(x, ·) is locally Lipschitz on Rd for a.e. x ∈ S;
(iii) ‖η‖Rd ≤ c0 + c1‖ξ‖Rd for all ξ ∈ Rd,η ∈ ∂j(x, ξ), a.e. x ∈ S with constants

c0, c1 ≥ 0;
(iv) (η1 − η2) · (ξ1 − ξ2) ≥ −mτ‖ξ1 − ξ2‖2Rd for all ηi, ξi ∈ Rd, ηi ∈ ∂j(x, ξi),

i = 1, 2, a.e. x ∈ S with a constant mτ ≥ 0.
It can be verified that the assumption H(j) (iv) is equivalent to

j0(x, ξ1; ξ2 − ξ1) + j0(x, ξ2; ξ1 − ξ2) ≤ mτ‖ξ1 − ξ2‖2Rd ∀ ξ1, ξ2 ∈ Rd, a.e.x ∈ S.
(12)

Introduce the functional J : L2(S)→ R defined by

J(v) =

∫
S

j(x,v) ds, v ∈ L2(S). (13)

Using arguments similar to those in the proof of Theorem 3.47 in [31], we have the
following result.

Lemma 2.1. Assume H(j). Then the functional J defined by (13) has the following
properties:

(i) J(·) is locally Lipschitz on L2(S);

(ii) ‖z‖L2(S) ≤ c0 +c1‖v‖L2(S) for all z ∈ ∂J(v), v ∈ L2(S)d with c0 =
√

3 |S|c0
and c1 =

√
3 c1;

(iii) 〈z1−z2,v1−v2〉L2(S)d ≥ −mτ‖v1−v2‖2L2(S)
for all zi ∈ ∂J(vi), vi ∈ L2(S),

i = 1, 2.

From [7], we have the following weak formulation of the boundary value problem
(1)–(4):

Problem (P ). Find (u, p) ∈ V ×M such that

a(u,v)− b(v, p) +

∫
S

j0(uτ ;vτ ) ds ≥ (f ,v)H ∀v ∈ V , (14)

b(u, q) = 0 ∀ q ∈M. (15)

Let us recall the well-known inf-sup condition ([38]): for a constant β1 > 0,

β1‖q‖L2(Ω) ≤ sup
v∈V0

b(v, q)

‖v‖V
∀ q ∈M. (16)

The following existence and uniqueness result for Problem (P) can be found in
[7].

Theorem 2.2. Assume f ∈H, H(j) and

2ν > mτ‖γ‖2. (17)

Then Problem (P ) has a unique solution.
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2.1. A stability result. We now consider a perturbed stationary Stokes hemivari-
ational inequality where the superpotential j and the external force density f are
replaced by their perturbations jn and fn ∈H.

Similar to H(j), we introduce assumptions on jn.
H(jn). jn : S × Rd → R is such that
(i) jn(·, ξ) is measurable on S for all ξ ∈ Rd and j(·,0) ∈ L1(S);
(ii) jn(x, ·) is locally Lipschitz on Rd for a.e. x ∈ S;
(iii) ‖ηn‖Rd ≤ c0n + c1n‖ξn‖Rd for all ξn ∈ Rd, ηn ∈ ∂jn(x, ξn) a.e. x ∈ S with

c0n, c1n ≥ 0, and the sequences {c0n} and {c1n} are bounded;
(iv) j0

n(ξ1; ξ2−ξ1)+j0
n(ξ2; ξ1−ξ2) ≤ mτn‖ξ1−ξ2‖2Rd ∀ ξ1, ξ2 ∈ Rd with mτn ≥ 0,

and there exists a constant m0 > 0 such that mτn ≤ m0 for each n ∈ N.
Then the perturbed problem is as follows.
Problem (Pn). Find (un, pn) ∈ V ×M such that

a(un,v)− b(v, pn) +

∫
S

j0
n(unτ ;vτ ) ds ≥ (fn,v)H ∀v ∈ V , (18)

b(un, q) = 0 ∀ q ∈M. (19)

Similar to Theorem 2.2, we have the existence and uniqueness result for the
perturbed stationary Stokes hemivariational inequality.

Theorem 2.3. Assume H(jn), 2ν > m0‖γ‖2 and fn ∈ H. Then Problem (Pn)
has a unique solution.

To measure the closeness of the problem data, we introduce the next two as-
sumptions.

(Hjn→j). If ξn → ξ and ηn → η in Rd, then

lim sup
n→∞

j0
n(ξn;ηn) ≤ j0(ξ;η). (20)

(Hfn→f ) : fn ⇀ f in H.
Next we examine an example that satisfies the assumptions H(j), H(jn) and

H(jn → j). For simplicity, we consider only the case in which the function is
independent on the spatial variable x.

Example 2.4. Let j : R→ R be the function defined by

j(r) =

 −r, r < 0,
0, 0 ≤ r ≤ 1,
−(r − 1)2, r > 1.

(21)

Then j satisfies the assumptions H(j)(i) and H(j)(ii). It follows from the definition
of the Clarke subdifferential that

∂j(r) =


−1, r ≥ 0,
[−1, 0], r = 0,
0, 0 < r ≤ 1,
−2(r − 1), r > 1.

(22)

Thus, |ξ| ≤ 1 + 2|r| for all ξ ∈ ∂j(r) and r ∈ R, and hence the assumption H(j) (iii)
holds with c0 = 1, c1 = 2. The assumption H(j) (iv) holds with mτ = 2.

We approximate non-differentiable function j by a sequence of continuously dif-
ferentiable functions {jn}. Note that for numerical simulations, it will be advan-
tageous to have continuously differentiable superpotentials. For each n ∈ N, let
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jn : R→ R be the function defined by

jn(r) =


−r, r < − 1

n ,
n
4 (r − 1

n )2, − 1
n ≤ r <

1
n ,

0, 1
n ≤ r ≤ 1,

−(r − 1)2, r > 1.

(23)

Then jn(r) is continuously differentiable approximation of j(r). It is easy to see
that jn satisfies the assumptions H(jn)(i) and H(jn)(ii). From the formula

∂jn(r) = j′n(r) =


−1, r < − 1

n ,
n
2 (r − 1

n ), − 1
n ≤ r <

1
n ,

0, 1
n ≤ r ≤ 1,

−2(r − 1), r > 1.

(24)

We see that |ξn| ≤ 1 + 2|r| for all ξn ∈ ∂jn(r) and r ∈ R, and hence the assumption
H(jn) (iii) holds with c0n = 1, c1n = 2. Assumption H(jn) (iv) holds with m0 = 2.

Assume that ξn → ξ and ηn → η in R. Note that j0
n(ξn; ηn) = j′n(ξn)ηn. We

distinguish two cases. First, for ξ 6= 0, j0(ξ; η) = j′(ξ)η. Since

j0
n(ξn; ηn)− j0(ξ; η) = j′n(ξn)ηn − j′(ξ)η = j′n(ξn)(ηn − η) + (j′n(ξn)− j′(ξ))η,

lim sup
n→∞

[j0
n(ξn; ηn)− j0(ξ; η)] ≤ lim sup

n→∞
|j′n(ξn)||ηn − η|+ lim sup

n→∞
|j′n(ξn)− j′(ξ)||η|

≤ 0.

Thus,

lim sup
n→∞

j0
n(ξn; ηn) ≤ j0(ξ; η).

Then consider the case ξ = 0. Notice that

j0(0; v) =

{
0, v ≥ 0,

−v, v < 0.
(25)

If η ≥ 0, then

lim sup
n→∞

j0
n(ξn; ηn) = lim sup

n→∞
[j′n(ξn)ηn] ≤ 0 = j0(ξ; η).

If η < 0, then

lim sup
n→∞

j0
n(ξn; ηn) = lim sup

n→∞
[j′n(ξn)ηn] = −1

2
η < −η = j0(ξ; η).

The stability result is presented next.

Theorem 2.5. Keep the assumptions stated in Theorems 2.2 and 2.3. Assume
(Hjn→j) and (Hfn→f ). Then for the solution pair (u, p) of Problem (P ) and the
solution pair (un, pn) of Problem (Pn), we have the convergence:

un → u in V , pn → p in M, as n→∞.

Proof. The proof is divided into three steps.

Step 1. We prove that the sequences {‖un‖V }n and {‖pn‖L2(Ω)}n are bounded.
Set v = u− un in (18),

a(un,u− un)− b(u− un, pn) +

∫
S

j0
n(unτ ;uτ − unτ ) ds ≥ (fn,u− un)H .
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Then, since b(u, pn) = 0 and b(un, pn) = 0,∫
S

j0
n(unτ ;uτ − unτ ) ds+ (fn,un − u)H ≥ a(un,un − u). (26)

Using (11), we have

a(un,un − u) = 2ν‖un − u‖2V + a(u,un − u). (27)

Write ∫
S

j0
n(unτ ;uτ − unτ ) ds =

∫
S

[
j0
n(unτ ;uτ − unτ ) + j0

n(uτ ;unτ − uτ )

− j0
n(uτ ;unτ − uτ )

]
ds.

By H(jn) (iv),

j0
n(unτ ;uτ − unτ ) + j0

n(uτ ;unτ − uτ ) ≤ mτn‖unτ − uτ‖2Rd .

By H(jn) (iii),

−j0
n(uτ ;unτ − uτ ) ≤ (c0n + c1n‖uτ‖Rd) ‖unτ − uτ‖Rd .

Thus, ∫
S

j0
n(unτ ;uτ − unτ ) ds ≤ mτn

∫
S

‖unτ − uτ‖2Rdds

+

∫
S

[(c0n + c1n‖uτ‖Rd)‖unτ − uτ‖Rd ] ds.

Hence,∫
S

j0
n(unτ ;uτ − unτ )ds ≤ mτn‖γ‖2‖un − u‖2V

+ (
√

2 |S|c0n +
√

2c1n‖γ‖‖u‖V )‖γ‖‖un − u‖V .
(28)

In addition,

a(u,u− un) ≤ 2ν‖u‖V ‖un − u‖V . (29)

Therefore, it follows from (26)-(29) that

(2ν−mτn‖γ‖2)‖un−u‖V ≤ ‖fn‖V ∗ +(
√

2 |S|c0n+
√

2c1n‖γ‖‖u‖V )‖γ‖+2ν‖u‖V .
Thus, it follows from H(jn) (iv) that

(2ν −m0‖γ‖2)‖un−u‖V ≤ (
√

2 |S|c0n +
√

2c1n‖γ‖‖u‖V )‖γ‖+ ‖fn‖V ∗ + 2ν‖u‖V .
(30)

In view of the assumption (Hfn→f ), we know that the sequence {‖fn‖V ∗} is
bounded. Since the sequences {c0n} and {c1n} are bounded, it follows from (30)
that {‖un‖V } is bounded.

From (14), we have

a(u,v)− b(v, p) = (f ,v)H ∀v ∈ V 0. (31)

From (18), we have

a(un,v)− b(v, pn) = (fn,v)H ∀v ∈ V 0. (32)

Hence, it follows from (31) and (32) that

b(v, pn − p) = a(un − u,v) + (f − fn,v)H ∀v ∈ V 0. (33)
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From (33) and the discrete inf-sup condition (16) we have

β1‖pn − p‖L2(Ω) ≤ sup
v∈V 0

b(v, pn − p)
‖v‖V

= sup
v∈V 0

a(un − u,v) + (f − fn,v)H
‖v‖V

≤ 2ν‖un − u‖V + ‖fn − f‖V ∗ .

(34)

Since {‖un‖V } and {‖fn‖V ∗} are bounded, {‖pn‖L2(Ω)} is bounded.

Step 2. We prove the weak convergence:

un ⇀ u in V and pn ⇀ p in M as n→∞.

Since {‖un‖V } and {‖pn‖L2(Ω)} are bounded, there exist subsequences of {un}
and {pn}, still denoted by {un} and {pn}, and two elements u ∈ V and p ∈ M
such that

un ⇀ u in V and pn ⇀ p in M as n→∞.

By resorting to a subsequence if necessary, we have un → u a.e. on S.
Taking upper limit in (18), from H(jn) we have for any v ∈ V ,

(f ,v)H ≤ a(u,v)− b(v, p) + lim sup
n→∞

∫
S

j0
n(unτ ;vτ ) ds

≤ a(u,v)− b(v, p) +

∫
S

lim sup
n→∞

j0
n(unτ ;vτ ) ds.

(35)

By (Hjn→j), since unτ → uτ a.e. on S,

lim sup
n→∞

j0
n(unτ ;vτ ) ≤ j0(uτ ;vτ ).

Thus, from (35) we have for any v ∈ V ,

(f ,v)H ≤ a(u,v)− b(v, p) +

∫
S

j0(uτ ;vτ ) ds. (36)

Letting n→∞ in (19) we have

b(u, q) = 0 ∀ q ∈M. (37)

Therefore, it follows from (36)–(37) that (u, p) ∈ V ×M is a solution of Problem
(P ). Since Problem (P ) has a unique solution by Theorem 2.2, u = u and p = p.
This implies that every subsequence of the sequence {(un, pn)} which converges
weakly in V × M has the same limit and hence the whole sequence {(un, pn)}
converges weakly in V ×M to (u, p), as n→∞.

Step 3. We prove the strong convergence:

un → u in V and pn → p in M as n→∞.

Again, without loss of generality, we can assume un → u a.e. on S for the solution
sequence {un}. Taking upper limit in (26) and using the assumption (Hfn→f ), we
have

lim sup
n→∞

a(un,un − u) ≤ lim sup
n→∞

∫
S

j0
n(unτ ;uτ − unτ ) ds. (38)
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Applying (Hjn→j) and Proposition 1(i),

lim sup
n→∞

∫
S

j0
n(unτ ;uτ − unτ ) ds ≤

∫
S

lim sup
n→∞

j0
n(unτ ;uτ − unτ ) ds

≤
∫
S

j0(uτ ;uτ − uτ ) ds

=

∫
S

j0(uτ ; 0) ds

= 0.

Thus, from (38),
lim sup
n→∞

a(un,un − u) ≤ 0.

Since

2ν‖un − u‖2V = a(un − u,un − u) = a(un,un − u)− a(u,un − u),

we then have

2ν lim sup
n→∞

‖un − u‖2V ≤ lim sup
n→∞

a(un,un − u) ≤ 0.

Hence,

lim
n→∞

‖un − u‖2V = 0.

Therefore, un → u in V as n → ∞. Since pn ⇀ p in M as n → ∞, from (34) we
have that pn → p as n→∞. This completes the proof.

2.2. An optimal control problem. The control of electrically conducting flows
for the purpose of achieving some desired objective is crucial to many technological
applications such as fusion technology, design of novel submarine propulsion devices,
and modeling of nuclear reactors or molten metal string. The model on stationary
flows of incompressible media is closely related to electrically conducting fluids that
can be influenced by magnetic fields ([24, 40]). A possible cost functional is of the
form

Q(f) =
1

2λ

∫
Ω

‖u(x)− ud(x)‖2Rddx+
θ

2

∫
Ω

‖f(x)‖2Rddx, f ∈H, u ∈ V , (39)

where f is the control, u is the velocity field determined from the Stokes hemivari-
ational inequality, and ud denotes a desired velocity field. The constants λ > 0 and
θ > 0 are positive parameters that adjust the relative weight of the two terms in the
functional. The goal is to choose the control f in such a way that the corresponding
velocity field u is the best possible approximation to the desired velocity field ud.

In this section we study an optimal control problem for a system described by the
stationary Stokes hemivariational inequality in Problem (P ). The control quantity
is the density of the external force.

We use H for the control space. Let Uad ⊂H be the set of admissible controls.
Consider a general objective functional Q : H → R of the form

Q(f) =

∫
Ω

L(x, p(f ;x),u(f ;x),f(x)) dx,

where L : Ω × R × Rd × Rd → R ∪ {+∞}, (u, p) = (u(f), p(f)) is the solution of
the problem: (u, p) ∈ V ×M and

a(u,v)− b(v, p) +

∫
S

j0(uτ ;vτ ) ds ≥ (f ,v)H ∀v ∈ V , (40)
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b(u, q) = 0 ∀ q ∈M. (41)

For simplicity, we will denote the objective functional as

Q(f) =

∫
Ω

L(x, p(x),u(x),f(x)) dx, (42)

with the understanding that (u, p) ∈ V ×M is the solution of the problem (40)–(41).
Then the optimal control problem is

inf {Q(f) | f ∈ Uad} . (43)

In the study of the problem (43), we introduce the following hypotheses:
H(Uad): Uad is a bounded and weakly closed subset of H.
H(L): L : Ω× R× Rd × Rd → R ∪ {+∞} is a measurable function and
(i) L(x, ·, ·, ·) is sequentially lower semicontinuous on R× Rd × Rd, a.e. x ∈ Ω;
(ii) there exist c > 0 and ϕ ∈ L1(Ω) such that for all q ∈ R, v ∈ Rd, h ∈ Rd, and

a.e. x ∈ Ω, we have

L(x, q,v,h) ≥ ϕ(x)− c
(
|q|2 + ‖v‖2Rd + ‖h‖2Rd

)
.

The condition (ii) above is used to ensure that the integral in the definition of
Q(f) in (42) is well defined for p ∈ L2(Ω) and u,f ∈ H. It can certainly be
replaced by other similar conditions.

Corresponding to the cost function (39),

L(x, p,u,f) =
1

2λ
‖u− ud(x)‖2Rd +

θ

2
‖f‖2Rd .

It is easy to see that H(L) is satisfied. Another example is the following (cf. [27]):

L(x, p,u,f) = |p− p̃(x)|2 + uTM1u+ fTM2f ,

where M1,M2 ∈ Rd×d are two d × d real, symmetric, positive definite matrices,
and p̃(x) is a desired pressure distribution function. Then the hypothesis H(L) is
satisfied.

Let us show that the optimal control problem (43) has a solution.

Theorem 2.6. Assume H(j), H(Uad), H(L) and (17). Then the control problem
(43) has a solution f ∈ Uad.

Proof. Let {fk} ⊂ Uad be a minimizing sequence, i.e.,

lim
k→∞

Q(fk) = m := inf {Q(f) | f ∈ Uad} .

We write (uk, pk) ∈ V ×M for the solution of the problem (40)–(41) with f replaced
by fk, i.e.,

a(uk,v)− b(v, pk) +

∫
S

j0(ukτ ;vτ ) ds ≥ (fk,v)H ∀v ∈ V , (44)

b(uk, q) = 0 ∀ q ∈M. (45)

Note that b(u, q) = b(uk, q) = 0 for all q ∈ M . We take v = uk − u in (14) and
v = u− uk in (44) to get

a(u,uk − u) +

∫
S

j0(uτ ;ukτ − uτ ) ds ≥ (f ,uk − u)H ,

a(uk,u− uk) +

∫
S

j0(ukτ ;uτ − ukτ ) ds ≥ (fk,u− uk)H .
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Add the two inequalities,

a(uk − u,uk − u) ≤
∫
S

[
j0(ukτ ;uτ − ukτ ) + j0(uτ ;ukτ − uτ )

]
ds

+ (fk − f ,uk − u)H . (46)

Then,

2ν‖uk − u‖2V ≤ mτ

∫
S

‖ukτ − uτ‖2Rdds+ ‖fk − f‖V ∗‖uk − u‖V

≤ mτ‖γ‖2‖uk − u‖2V + ‖fk − f‖V ∗‖uk − u‖V ,
(47)

where the first inequality follows from (11), (12) and the Cauchy inequality, and
the second one follows from trace inequality. Hence,

(2ν −mτ‖γ‖2)‖uk − u‖V ≤ ‖fk − f‖V ∗ . (48)

From H(Uad) we know that the sequence {‖fk‖V ∗} is bounded. Thus, it follows
from (48) that {‖uk‖V } is bounded. Similar to the proof of Step 1 in Theorem 2.5,
we know that {‖pk‖L2(Ω)} is also bounded.

By Theorem 2.5, we have un → u in V , pn → p in M , and (u, p) ∈ V ×M is the
solution of Problem (P ) with the source density function f . Apply the condition
H(L) (i), resorting to a subsequence if necessary,

Q(f) =

∫
Ω

L(x, p(x),u(x),f(x)) dx ≤
∫

Ω

lim inf
k→∞

L(x, pk(x),uk(x),fk(x)) dx,

Then,

Q(f) ≤ lim inf
k→∞

∫
Ω

L(x, pk(x),uk(x),fk(x)) dx = m.

Hence,

Q(f) = m

and the proof is completed.
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[31] S. Migórski, A. Ochal and M. Sofonea, Nonlinear Inclusions and Hemivariational Inequalities.

Models and Analysis of Contact Problems, Advances in Mechanics and Mathematics, 26.
Springer, New York, 2013.

[32] Z. Naniewicz and P. D. Panagiotopoulos, Mathematical Theory of Hemivariational Inequal-

ities and Applications, Monographs and Textbooks in Pure and Applied Mathematics, 188.
Marcel Dekker, Inc., New York, 1995.

[33] P. D. Panagiotopoulos, Nonconvex energy functions. Hemivariational inequalities and substa-

tionary principles, Acta Mech., 42 (1983), 111–130.
[34] P. D. Panagiotopoulos, Hemivariational Inequalities: Applications in Mechanics and Engi-

neering, SpringerVerlag, Berlin, 1993.

http://www.ams.org/mathscinet-getitem?mr=MR838049&return=pdf
http://dx.doi.org/10.1137/0324025
http://www.ams.org/mathscinet-getitem?mr=MR1338892&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1661559&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1468992&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR737005&return=pdf
http://dx.doi.org/10.1007/978-3-662-12613-4
http://www.ams.org/mathscinet-getitem?mr=MR3284570&return=pdf
http://dx.doi.org/10.1137/140963248
http://dx.doi.org/10.1137/140963248
http://www.ams.org/mathscinet-getitem?mr=MR3963506&return=pdf
http://dx.doi.org/10.1017/S0962492919000023
http://dx.doi.org/10.1017/S0962492919000023
http://www.ams.org/mathscinet-getitem?mr=MR3948899&return=pdf
http://dx.doi.org/10.1016/j.nonrwa.2019.04.009
http://dx.doi.org/10.1016/j.nonrwa.2019.04.009
http://www.ams.org/mathscinet-getitem?mr=MR1422506&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1784436&return=pdf
http://dx.doi.org/10.1007/978-1-4757-5233-5
http://dx.doi.org/10.1007/978-1-4757-5233-5
http://www.ams.org/mathscinet-getitem?mr=MR1308473&return=pdf
http://dx.doi.org/10.1016/0362-546X(93)E0022-U
http://dx.doi.org/10.1016/0362-546X(93)E0022-U
http://www.ams.org/mathscinet-getitem?mr=MR952855&return=pdf
http://dx.doi.org/10.1007/978-1-4612-1048-1
http://dx.doi.org/10.1007/978-1-4612-1048-1
http://www.ams.org/mathscinet-getitem?mr=MR1419732&return=pdf
http://dx.doi.org/10.1006/jcph.1996.0213
http://dx.doi.org/10.1006/jcph.1996.0213
http://www.ams.org/mathscinet-getitem?mr=MR961258&return=pdf
http://dx.doi.org/10.1137/1.9781611970845
http://dx.doi.org/10.1137/1.9781611970845
http://www.ams.org/mathscinet-getitem?mr=MR567696&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0271512&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR216344&return=pdf
http://dx.doi.org/10.1002/cpa.3160200302
http://www.ams.org/mathscinet-getitem?mr=MR3462400&return=pdf
http://dx.doi.org/10.3934/proc.2013.2013.545
http://dx.doi.org/10.3934/proc.2013.2013.545
http://www.ams.org/mathscinet-getitem?mr=MR1807980&return=pdf
http://dx.doi.org/10.1023/A:1026555014562
http://www.ams.org/mathscinet-getitem?mr=MR2976197&return=pdf
http://dx.doi.org/10.1007/978-1-4614-4232-5
http://dx.doi.org/10.1007/978-1-4614-4232-5
http://www.ams.org/mathscinet-getitem?mr=MR1304257&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR715806&return=pdf
http://dx.doi.org/10.1007/BF01170410
http://dx.doi.org/10.1007/BF01170410
http://www.ams.org/mathscinet-getitem?mr=MR1385670&return=pdf
http://dx.doi.org/10.1007/978-3-642-51677-1
http://dx.doi.org/10.1007/978-3-642-51677-1


1008 CHANGJIE FANG AND WEIMIN HAN

[35] F. Saidi, Non-Newtonian Stokes flow with frictional boundary conditions, Math. Model. Anal.,
12 (2007), 483–495.

[36] A. Signorini, Sopra a une questioni di elastostatica, Attidella Società Italiana per il Progresso
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