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This paper is devoted to the study of a hemivariational inequality problem for the stationary Stokes
equations with a nonlinear slip boundary condition. The hemivariational inequality is formulated with the
use of the generalized directional derivative and generalized gradient in the sense of Clarke. We provide
an existence and uniqueness result for the hemivariational inequality. Then we apply the finite element
method to solve the hemivariational inequality. The incompressibility constraint is treated through a
mixed formulation. Error estimates are derived for numerical solutions. Numerical simulation results
are reported to illustrate the theoretically predicted convergence orders.
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1. Introduction

Variational and hemivariational inequalities have emerged as an important tool in studying a wide
range of nonlinear problems in science and engineering. Since the 1960s there has been extensive
research on the modelling, theoretical analysis and numerical simulations of variational inequalities;
see for instance Duvaut & Lions (1976), Kinderlehrer & Stampacchia (1980) and Baiocchi & Capelo
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(1984) on mathematical theories; Glowinski et al. (1981), Glowinski (1984), Hlavacek er al. (1988)
and Haslinger et al. (1996) on numerical solutions and Kikuchi & Oden (1988), Han & Sofonea
(2002) and Wriggers (2006) on applications in contact mechanics. While variational inequalities are
concerned with nonsmooth convex energy functionals (potentials), hemivariational inequalities are
mathematical problems concerning nonsmooth and nonconvex energy functionals (superpotentials).
The notion of hemivariational inequalities was first introduced by Panagiotopoulos in the early 1980s
(Panagiotopoulos, 1983) and is closely related to the development of the concept of the generalized
gradient of a locally Lipschitz functional developed by Clarke (1975, 1983). Since then hemivariational
inequalities have attracted much interest from the research community. Some comprehensive references
on hemivariational inequalities include Panagiotopoulos (1993), Naniewicz & Panagiotopoulos (1995),
Haslinger et al. (1999), Carl et al. (2007), Migorski et al. (2013) and Sofonea and Migérski (2018). In
recent years optimal-order error estimates have been derived for numerical solutions of hemivariational
inequalities arising in solid mechanics (cf. Han et al. 2014; Barboteu et al. 2015; Han et al. 2017;
Han 2018; Han et al. 2018; Han et al. 2019; Han & Sofonea 2019).

Fujita (1993, 1994) investigated the boundary value problem for steady motions of viscous
incompressible fluid, where he introduced some slip or leak boundary conditions of friction type.
Subsequently, many theoretical results on the properties of the solution, for example, existence,
uniqueness, regularity and continuous dependence on data, for Stokes problems are presented in Fujita
et al. (1995), Fujita & Kawarada (1998), Saito & Fujita (2001), Saito (2004), Le Roux (2005), Saidi
(2007) and Fang & Han (2016). The finite element approximation of the problems can be found in Li &
Li (2008, 2010) and Kashiwabara (2013a,b). In these references the weak formulations of the problems
are variational inequalities. In this paper we study a hemivariational inequality problem for the stationary
Stokes equations with a nonlinear slip boundary condition.

Let 2 C R? (d < 3 in applications) be an open bounded connected set with a Lipschitz boundary
d52. The boundary consists of two parts: d§2 = I" U S with meas(I") > 0, meas(S) > 0 and TNnS=4¢.
Denote byn = (n,,--- ,n,)T the unit outward normal on the boundary 3£2. For a vector-valued function
u on the boundary let u, = u - n and u, = u — u,n be the normal component and the tangential
component, respectively. With the flow velocity field # and the pressure p we define the strain tensor
e(u) = %(Vu + (Vu)T) and the stress tensor 6 = —pl + 2ve(u), where I is the identity matrix. Let
0, =n-onand 6, = on — o,n be the normal component and the tangential component of 0.

We consider the Stokes problem

—vAu+Vp=f in$2, (1.1)
divu =0 in £, (1.2)
with the following boundary conditions:
u=0 onrl, (1.3)
u,=0, —o,€dju,) onsS. (1.4)

Here, j(u,) is a shorthand notation for j(x,u,);j : S x R? — R is assumed locally Lipschitz and 9j is
the subdifferential of j(x, -) in the sense of Clarke (cf. Section 2), v is a positive quantity representing
the viscosity coefficient and f is the density of external forces. In the literature (1.4) is known as a slip
boundary condition. The first part #, = 0 means that the normal velocity is zero on the boundary S,
so the fluid cannot pass through S outside the domain. The second part represents a friction condition,
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relating the friction o, and the tangential velocity u. This relation is of nonmonotone type when the
potential j is not a convex function.

The organization of this paper is as follows. In Section 2 we present some definitions and auxiliary
material. In Section 3 we introduce several different variational formulations of the Stokes problem,
establish their equivalence and study the well-posedness of the weak formulations. In Section 4 we
apply the finite element method to solve the hemivariational inequality and derive error bounds. In
Section 5 we present numerical examples to illustrate the theoretically predicted convergence orders.

2. Preliminaries

For a normed space X we denote by ||- ||y its norm, by X* its topological dual and by (-, -) y« y the duality
pairing between X* and X. The symbol X,, is used for the space X endowed with the weak topology.
Weak convergence will be indicated by the symbol —. We denote the Euclidean norm in R” by | - |.
The symbol 2X* represents the set of all subsets of X*. For simplicity in exposition, in the following, we
always assume X is a Banach space, unless stated otherwise.

We first recall the definitions of generalized directional derivative and generalized gradient in the
sense of Clarke for a locally Lipschitz function.

DerINITION 2.1 (Clarke, 1983) Let f : X — R be a locally Lipschitz function. The generalized
directional derivative of f at x € X in the direction v € X, denoted by f(x;v), is defined by

Ou;v) = limsup w

y—=>x,1—0+ A

The generalized gradient or subdifferential of f at x, denoted by 9f(x), is a subset of the dual space X*
given by

0f () = {¢ € X* [ f061) = (¢, V)yoey YV € X, @1
A locally Lipschitz function f is said to be regular (in the sense of Clarke) at x € X if for all v € X, the
one-sided directional derivative ' (x; v) exists and f0(x;v) = f/(x; v).
We then recall the definition of pseudomonotonicity, first for a single-valued operator.

DEFINITION 2.2 (Zeidler, 1990) An operator F : X — X* is said to be pseudomonotone, if

(i) Fis bounded (i.e., it maps bounded subsets of X into bounded subsets of X*);

(ii) u, = win X and limsup,,_, . (Fu,,u, — u)y«,x < 0imply

<FM,M_V>X*XX Sl}ggf(FMn,un_V)X*XX VveX.

It can be proved (see Migérski & Ochal, 2005, for example) that an operator F' : X — X* is
pseudomonotone iff it is bounded and u,, — u in X together with limsup,_, . (Fu,,u, — u)yi,x < 0
implies Fu,, — Fuin X* and lim,,_, . (Fu,,, u,, — u)y«,x = 0.

We will apply the following surjectivity result, adapted from that found in Migérski et al. (2017)
and Han er al. (2017).
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THEOREM 2.3 Let X be a reflexive Banach space, X;a Banach space, Y € L(X,X;) and denote by || yj||
the operator norm of y;. Assume A: X — X* is pseudomonotone and strongly monotone: for a constant
my > 0,

(Av; — Avy, vy — Vo) = myllvy —v,l% Vv, vs € X. (2.2)

Further assume J: X; — R is locally Lipschitz, and there are constants ¢, ¢;, «; > 0 such that

||3-I(Z)||X;‘ = C()+C1||Z||Xj VzeX, (2.3)
Pz —2) + %2 —2) < allzy — Z2||)2(]. V21,2 € X;. (2.4

Then under the assumption
ol < my, (2.5)

for any f € X* there is a unique solution u € X to the problem

(Au,v) + I (v ypv) = (f.v) VveX. (2.6)

3. Variational formulations

We denote by S? the space of second-order symmetric tensors on R? or, equivalently, the space of
symmetric matrices of order d. The canonical inner products and the corresponding norms on R? and
S? are

u-v=uy;, |vlga=w- nl/2 forallu = (), v=(, € RY,

172

0:T=0,T; |oflge=(0:0) forallo = (o), T = (1) € s

ij
Here and below the indices i and j run between 1 and d, and the summation convention over repeated
indices is used.

The space (H’”(.Q))d (m > 1) is denoted by H™(£2). For an analysis of the problem defined by
(1.1)—(1.4) we introduce the following function spaces:

Vi={p e H' (2):v] =0, v,lg =0}, Vo := H)(2)?, V, :={v € V: divy = 0in 2},
H:=12(@)". H =0 = (0))4uq? 0 = 0 € L*(R). 1 <i.j < d),
M= 13(2) = {q eI2(2): [,qdx= 0},

H)(2):={v e H(2): divy = 0in 2}, H} ,(2) := V{ N H} ().

Let

H, :={o € H:Dive € H}.
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2700 C.FANG ET AL.
Define & : H' (£2) — H and Div : ‘H, — H by
e) = (e;), &) = 3(u;;+u;), Dive = (o))
Recall the following formulas (Migérski et al., 2013, Chapter 2):
/9(udiv v+ Vu-v)dx = /m uv,ds YueH (2),veH (2), (3.1

/a:e(v)dx+/ Divo-vdx:/ on-vds Vve H(Q), o € H'(2;$Y). (3.2)
2 2 a2

It is well known that the spaces H and 7 are Hilbert spaces equipped with the inner products

(u,v)Hz/u~vdx, (G,T)HI/OZTd)C.
Q Q

Let || - |I; be the norm in Hilbert space H 1(£2). Since meas(I") > 0 the following Korn inequality
(cf. Kikuchi & Oden, 1988, Lemma 6.2) holds:

Ivlly = CilleMllyy Vv ey, (3.3)
where C; depends only on §2 and I". This implies that the norm || - ||y, = [le()[l% is equivalent on V
with the norm || - ||;. Therefore, (V, || - |ly,) is a Hilbert space.

The duality pairing between V and V* is denoted by (-, ). Identifying H with its dual we have
an evolution triple V. C H C V* with dense, continuous and compact embeddings. We denote by
i : V — H the identity mapping and by i* : V* — H its adjoint mapping. By the Sobolev trace theorem
and (3.3) there exists a constant C, > 0 depending only on the domain £2, I" and S such that

Wl < Gollvlly VveV. (3.4)

By (3.4) there exists a continuous trace operator y : V — L*(S) := L%(S) and for v € V we still denote
by v its trace yv.
Introduce the following bilinear forms:

au,v) =2v(em),e(v))yy VYu,veV, 3.5)
b(v,p):/pdivvdx VveV,peM 3.6)
2
and a linear form
(f,v) =/f-vdx. (3.7
2

As a consequence of Korn’s inequality (3.3), a(-, -) is coercive on V, that is,

aw,v) =2v|v|}, VveV. (3.8)
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Concerning the superpotential j we assume the following properties:
H().j: S x RY - R is such that
(i) Jj(-,&) is measurable on S for all & € R4 and there exists e € L*(S) such that j(-, e(-)) € L1(S);

(ii) Jj(x,-) is locally Lipschitz on R for a.e. x € S;
(iii) Inllge < co+c||&llge forall & € R?, p € 9j(x, &) a.e. x € S with cp.c; =05

(IV) (”1 - 772) . (gl _82) = _mfllgl _§2||I2Rd for all ”iagi € Rd’ n; € aj(X, Ei)’ i= 1,2’ ae.xes
with 1, > 0.

It can be verified that the assumption H (j)(iv) is equivalent to
PEE —E)+/EpE —E) <mllE — &l VEE R (3.9)

Now we consider the functional J : L>(S) — R defined by
J(u) = /j(x, u)ds, ueL*S). (3.10)
S

Using arguments similar to those in the proof of Migdrski ef al. (2013, Theorem 4.20) we have the
following result.

LEMMA 3.1 Assume that j : § x R? — R has the properties H(j). Then the functional J defined by
(3.10) satisfies
H(J).

(i)  J(-) is locally Lipschitz on L*(S);

(i) llzllg2s) < G+ llulz forall z € 3J(), u € L*(S)? with ¢, = +/3meas(S) ¢y and ¢, =
\/§ 15
() (z) — 2y, u) —uy) (g0 = —meluy — u2”i2(S;Rd) forallz; € 9J(u;), u; € L2(S),i=1,2.
We comment that in applying Theorem 2.3 later to the hemivariational inequality considered in this
paper, H(J)(ii) corresponds to (2.3), whereas H(J)(iii) corresponds to (2.4) via (3.9).

Now we derive weak formulations of the boundary value problems (1.1)—(1.4). Note that the
incompressibility constraint (1.2) implies

Au = 2Dive(u).

From the above equation and (1.1) we have

—2vDive(w) + Vp=f in £2. (3.11
Multiply (3.11) by an arbitrary V € V and integrate over £2 to get
—2v/ Dive(u)-vdx+/Vp-vdx=/f~vdx. (3.12)
2 2 2

Note that

on-v=0,-V,+0,V,
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Performing integration by parts on the left side of (3.12), applying the Green-type formulas (3.1) and
(3.2) and taking into account the boundary conditions (1.3) and (1.4) we obtain

2v/ e(u):e(v)dx—/ pdivvdx—/ar~vrds:/f~vdx. (3.13)
Q Q2 S Q2

In view of the definition (2.1) of the Clarke subdifferential from (1.4) we have

—/ar v ds < /jo(uf;vr)ds. (3.14)
S S

Consequently, from (3.13), (3.14) and (1.2) we can derive the following weak formulations:

ProBLEM 3.2 Find (u,p) € V x M such that
awn) = bo.p) + [ v )ds = (for) vV, (3.15)
s

b(u,q) =0 VYqeM. (3.16)

ProBLEM 3.3 Find u € V such that

a(u,v) +/j0(ur;vf)ds >(f.v) YveV,. (3.17)
N

Let us recall the well-known inf-sup condition (Temam, 1979):

b(v,p)
Billpll2(2) < sup VpeM,

vevy IIvlly
where B > 0 is a constant.
Next we show that Problems 3.2 and 3.3 are equivalent.
THEOREM 3.4 Problems 3.2 and 3.3 are equivalent.

Proof. 1Itis easy to see thatif (u,p) € V x M is a solution of Problem 3.2, then u € V is a solution of
Problem 3.3.
Conversely, suppose thatu € V is a solution of Problem 3.3. Then

a@,v) = (f.v) VveHj, ().

Thus, by a classical result (Boffi et al., 2013, Chapter 4), we know that there exists a function p € M
such that

aw,v) —bw,p) = (f,v) VveV, (3.18)

Let V € V be arbitrary and fixed. Since b(., -) satisfies the inf-sup condition there is a function v; € V
such that

b(vy,q) =b(v,q) VYgeM.
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Denoting v, = v — v we easily getv, € V. Thus, it follows from (3.17) that
) + [ Pivs s = (v, (.19)
s

In view of (3.18) we have

au,v)) —bv,p) = {f,v). (3.20)

Therefore, from (3.19) and (3.20) we obtain

a(u,v) —b(v,p) + /Sjo(ur;vr) ds = a(u,v)) — b(v,p) +a(u,v,) + /Sjo(un; vy ) ds

v

{fsv) + (fova)
= {f,v).
Hence, (3.15) holds. [l

We are now in a position to state and prove the following existence and uniqueness result of
Problem 3.3.

THEOREM 3.5 Let £2 be a bounded and connected open subset of R?. Suppose that f € V*, H(j) and
2v>m,|yl> (3.21)
Then Problem 3.3 has a unique solution # and the following bound holds:
lully < c+ILFI-) (3.22)

with a constant ¢ > 0. Moreover, the solution # depends Lipschitz continuously on f: there exists a
constant ¢ > 0 such that for solutions #; and u, of the problem corresponding to f = f and f,,

ey, —uylly < E”fl —fall_;- (3.23)
Proof. For the bilinear form a(-, -) we associate a linear continuous operator A € £(V, V*) defined by
(Au,v) = a(u,v) VYu,veV. (3.24)

Then Problem 3.3 may be equivalently written in the following form: find u € V. such that
(Au,v) +/j0(u;v)ds > (f,v) VveV,. (3.25)
N

Since

aw,v) =2v|v|}, VveV, (3.26)
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a(-,-) is coercive. Since A is bounded, continuous and monotone, from Zeidler (1990, Proposition 27.6),
we deduce that the operator A is pseudomonotone. Since A € L(V,V*), from (3.24) and (3.26), we
know that A is coercive and strongly monotone with constant 2v > 0. By applying Theorem 2.3 with
X=V, X] =L%2(S)4, Y=V, =my,my = 2 v, and recalling Lemma 3.1, we know that the problem

ueV,, (Auyv)+Jwv)>(f,v) YveV, (3.27)

o

has a unique solution and (3.22) holds. Since
JOu;v) < /jo(u; v)ds
S

the solution of problem (3.27) is also a solution of problem (3.25). Through a standard argument it can
be shown that a solution of problem (3.25) is unique. The bounds (3.22) and (3.23) can be derived by
standard arguments; cf. Migérski et al. (2013, proof of Theorem 4.20). O

REMARK 3.6 By virtue of Theorem 3.4, Problem 3.2 also admits a unique solution.

In the case where the functional j is convex, Problem 3.2 reduces to a variational inequality problem
studied by Fujita and other researchers. Note that in this case m, = 0 for H(j)(iv) and (3.21) is trivially
satisfied.

4. Finite element approximation

For simplicity in discussion we assume §2 is a polygonal/polyhedral domain in this section. Let {77}
be a regular family of triangular partitions of §2 into triangles. The diameter of an element 7 € T is
denoted by hy, and the mesh size 4 is defined by 7 = max; 7 hg. Corresponding to the partition Th
we introduce finite element spaces V;, C V and M;, C M such that the discrete inf-sup condition holds:
for a constant ¢, > 0 independent of 4,

b(v,,q)
collgnllzz2y = sup — I Vg, €M), 4.1

vieVio ”vh || \%4

where

As examples, we may use P1b/P1 finite elements (Arnold er al., 1984),
V,={r,evVnc®@): v,|; e P(DI*®BT)VT € T"}, (4.2)
M, = {q, eMﬂCO(ﬁ):qh|TeP1(T)VTeTh}, 4.3)
or P2/P1 finite elements (Girault & Raviart, 1986, Chapter II, Corollary 4.1),
V=, e VN @) vly € [P(DIVYT e T, (4.4)

M, ={q, e MNC°(2): q,l; € P,(D)VT € T"}, 4.5)
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where P, (T) represents the space of polynomials of total degree less than or equal to k in 7" and B(T) is
the space of bubble functions on 7.
Then we introduce the following discrete approximation of Problem 3.2.

ProBLEM 4.1 Find (u;,p;) € V), x M, such that

a(uh, Vh) - b(vh,ph) — (f, vh) + /‘S\‘jo(uh’r;vh’.[)ds > 0 Vvh (S V/’l’ (46)
Denote
Vh,a = {vh (S] Vh: b(vh,qh) = quh € Mh} .

Eliminating the unknown p,, we obtain the following variant of Problem 4.1.

ProBLEM 4.2 Find u), € V,, , such that
a(uh,vh) — (f, Vh> + /jo(uh’r;vh’r) ds > 0 Vvh (S] Vh,a‘ (48)
S

Similarly to Theorem 3.4 we have the following result.
THEOREM 4.3 Problems 4.1 and 4.2 are equivalent.
We have the existence and uniqueness of a solution to Problem 4.1.

THEOREM 4.4 Under the assumptions of Theorem 3.5, Problem 4.1 has a unique solution (u,,p,) €
V,, x M, which satisfies the bound

luplly < c @+ N1F1-D (4.9)

with a constant ¢ > 0.
Next we present a Céa-type inequality for error estimation.

THEOREM 4.5 Suppose that the assumptions of Theorem 3.5 hold. Let (u, p) and (u, p;) be solutions
of Problems 3.2 and 4.1, respectively. Then there exists a positive constant ¢ depending only on the data
of the problem such that for all V;, € V;, and ¢;, € M,,,

I = wylly + 1P = Pyllizey = € (I = villy + 10 = @yllizge) + e = vl 53). - 410)
Proof. From (3.15) we have
a(u,v) —b(,p) = (f,v) VYveV, 4.11)
From (4.6) we have

a(uy,vy) — by, py) = (f,vy) Yv, €V “4.12)
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Subtracting (4.12) from (4.11) with v = v, we obtain
a(u — Uy, Vh) — b(vh,p _p/’l) =0 Vvh (S Vl’l() (413)
Therefore,
bWp.py — qp) = bWy.py —p) + by, p —qy) = alw, —u,vy,) +by.p—qp) Vv, €vyy. (4.14)

Thus, from (4.14) and the discrete inf-sup condition (4.1) we have

by — 4p)
colpn — anllz@) < sup —————
veVio ”vh”V

= sup a(uh - u’vh) + b(vh’P - qh)
vieVio ”vh”\/

< 2vllu—uylly + P — qplli2c0)-

Consequently,

llp _ph||L2(Q) <lp- qh”LZ(Q) + ||qh _Ph”LZ(Q) <c (||P - qh||L2(Q) + flu — ”h”V) . (4.15)

For any v;, € V;, we write

aw —uyu—uy) =aw —uy,u—v,) +alw—u,v, —u,)

=aw —uy,u—vy) +a,v,—u)+au,u—u,) —a(u,,v, —uy). (4.16)
From (3.15),
a(w,u —uy) < —b, —u,p) — (f,u, —u) +/Sj0(ur;uhr —u,)ds.
From (4.6),
—auy, v, —uy) < =b, —wy,pp) — (f,vy —uy) + /Sjo("hr;"hr — Up) ds.
Use these inequalities and recall (3.16) and (4.7) in (4.16),
a(u —uy,u—uy) <alw—u,u—v,) +a,v,—u)—bu,,p)—bw,p,) —{f,v, —u)
+/S[j0(ur§”hr — 1)+ Wy Ve — uhr)] ds.
Since

-0 . -0 . -0 .
J (uht’vhr - uht) =J (uhr’vhr - ur) +J (uhr’ur - uht)
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and by (3.9),
jo(ur;uht - ut) +j0(uhr;ur - uht) = mr”ur - uhr”2’

we then have
aw —wy,u —uy) <a—uyu—v,) +a@,v, —u) —b,,p) —bv,,p,) — (f,v, —u)
.0 . 2 2
+/S] Wy vy, —u)ds Fmllyll=lle —u,lly. 4.17)

Perform an integration by parts on (4.11),

—/ diva(u)-vdx:/f~vdx Vv eV,
2 2

Thus,
—divoe(u) =f a.e.in 2.

Now multiply the above equation by an arbitrary V € V and integrate over §2 to obtain

—/ar-vrds—F/ a(u):e(v)dx:/f-vdx,
S Q Q

ie.,
a(u,v) —bv,p) = {f,v) —i—/ar-vfds VveV. (4.18)
S
Take v =v, —u in (4.18):

a(w,vy, —u) —b(v, —u,p) = {f,v, —u) + /S“r'("ht —u,)ds.
Use this relation in (4.17),
a(w —uy,u—uy) <aw—uy,u—v,) +by,—u,p—p,)+bu—u,p-—gq,
+ /S [GT-(V}” —u,) +j0(uhr;vhr — ur)] ds + m,||7/||2||u — uh||%,. (4.19)

Since
b, —u,p—p)l < lp _ph||L2(Q)||u —vllys
|b(w —u,,p—q,)| < llp— qh||L2(Q) lle —uylly
and

2
a(u —uy,,u —uy) =2vllu —uylly,

a(u —upu —Vh) <2v|u _”h”\/”” _Vh”v,
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we derive from (4.19) that
@ —m 1)l —uylly < 2vlle —vylly + P — g4ll2(0)) lle —uylly

+llp —Ph”LZ(Q)”u - Vh”v

+ (2«/25c0 + 23V 2¢ce, Iy (1 + ||f||_1))||u, el (420)

Applying Young’s inequality, from (3.21), (4.15) and (4.20), we get the bound (4.10). Il

Applying Theorem 4.5, when the P1b/P1 elements (4.2)and (4.3) are used, we have following error
bound.

THEOREM 4.6 Suppose that the assumptions of Theorem 4.5 hold. Let (u, p) be the solution of Problem
3.2 and (u,,, p;,) be that of Problem 4.1 with the P1b/P1 elements (4.2) and (4.3). Assume the solution
regularities # € H*(£2), u,|g € H*(S) and p € H'(£2). Then we have

luw —uylly + llp — pull22) < ch. (4.21)

Proof. We take v, = IT,u € V, to be the finite element interpolant of u and g, = P,p € M, to be the
L?-projection of p in (4.10). By the standard finite element approximation theory (cf. Brenner & Scott,
2008; Ciarlet, 1978),

l — Myully < chlullge ),
lp = Pupll22) < chpllg g
e, — (M), 2y < el lullge -

Then we get (4.21) from (4.10). Il

REMARK 4.7 The solution regularity assumption u|¢ € H 2(S) can be replaced by its weaker piecewise
counterpart. More precisely, express S as the union of closed flat components with disjoint interiors

J——}
S=U_,S;,

where each S; is either a line segment (d = 2) or a polygon (d = 3). Assume the finite element partition
is compatible in the sense that if the intersection of one side/face of an element with one set S; has a
positive (d — 1)-dimensional measure, then the side/face lies entirely in ;. Then we can replace the
assumption u, |g € H*(S) by u, |5, € H*(S), 1 <i <.

In the statement of Theorem 4.6, if we drop the solution regularity assumption for #, on S or S;,
1 < i < iy, then (4.10) will lead to a nonoptimal-order error bound ¢ K34,

Similarly to Theorem 4.6 we have the next result.

THEOREM 4.8 Suppose that the assumptions of Theorem 4.5 hold. Let (u, p) be the solution of Problem
3.2 and (u;,,p;) be that of Problem 4.1 with the P2/P1 elements (4.4) and (4.5). Assume the solution
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regularities u € H3(.Q), u.lg € H3(S) andp € Hz(.Q). Then we have

lw —uylly +lp — Ph”LZ(Q) = ch?. (4.22)

5. Numerical experiment

Let £2 be a bounded domain in R? with boundary 952, which is decomposed into two parts: I" for the
Dirichlet boundary and S for the slip boundary. Let

[vel
J(v) = /Sj(v) ds, jO =/0 u(r) dr. (6.1

Then the boundary condition on S can be also expressed as

u,=0, lo | <p@ifu, =0, o, =—pu(u,|)sgn(u,)ifu, #0. (5.2)

n

Here, o, is the tangential component of the vector on, and
pn@) =(@—bye " +b, (5.3)

where ¢ > b and « are non-negative constants. It can be verified that H(j) is satisfied with m, =
o (a — b) for H(j)(iv).

5.1 Numerical implementation

We use the P1b/P1 elements for the discretization. The unknowns in the numerical problem are the
node values of the approximate velocity and pressure. Let n, be the number of finite element nodes
in 2\I" and we denote by u € R>™ the solution vector of the node values of the velocity. In the
numerical implementation, the functional J(v) is approximated by J”(v) using the trapezoidal rule for
the integration over the slip boundary. Note that the numerical integration for the functional J introduces
an additional source of error in the numerical solution. In the context of a related variational inequality
problem for the Stokes problem with a slip boundary condition, the error due to the quadrature was
explicitly analysed in Kashiwabara (2013a).

After discretization the hemivariational inequality problem can be expressed as the following
constrained minimization problem: find u € V such that

u = argmingy (%VTAV — v+ g (v)) , (5.4)

where

V = {v e R¥™ | Nv = 0 and Bv = 0}.

In the definition of the space V the impermeability constraint on S is represented by Nv = 0, whereas
the discrete incompressibility constraint is represented by Bv = 0. The presence of the nonsmooth and
nonconvex function J”(-) complicates the minimization problem.

The nonconvexity is dealt with by approximating the minimization (5.4) by a sequence of convex
problems as was originally presented in Mistakidis & Panagiotopoulos (1998). This results in the
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FiG. 1. Plot of velocity over £2.

following iteration method: u® =0, then fork = 1,2,. ..,

. » k
u(k+1) 1= argmin, .y {%VTAV — VTl + E ;l:] 77,( )lvr(xr(i))|} ’ (55)
k+1 1
ptD (|u£k+1)(xr(i))|) w, i=1,2,...,n, (5.6)

where w; is the weight corresponding to the trapezoidal rule applied over the boundary S, n, is the
number of nodal values on the slip boundary and r is an index map from the set {1,2,...,n.} to
the indices corresponding to nodes on the slip boundary. The symbol v, (X, ;) is used to denote the
component of the vector v that represents the tangential component of the corresponding finite element
function v" at the node X, ;- The iteration is stopped after the successive iterates for u and 5 are less
than some tolerance €. In our examples we choose € = 1076.

Each convex problem corresponds to an ordinary variational inequality and can be solved using the
corresponding methods (e.g., Kashiwabara, 2013b; Kucera et al., 2018). We solve the minimization
by reformulating the problem in terms of its dual, as is done in Kucera et al. (2018). Let E =
[NT, TT, BT]T with corresponding dual variable A = P )»%, pT]T. The dual variable A, corresponds
to the impermeability constraint, A corresponds to the slip boundary condition and p is a vector of
nodal values of the discrete pressure function. By considering the saddle point problem associated with
(5.5) and making the velocity substitution (5.8) below, the following bound-constrained minimization

020Z J8qWSAON | Z Uo Jasn suonisinboy sjelsas/sauelqr] emol Jo AlsisAlun Aq 65 /6£55/9692/v/01/210ne/eulewl/wod dnosoiwspeoe)/:sdyy Wwolj peapeojumod



FINITE ELEMENT METHOD FOR A STOKES HEMIVARIATIONAL INEQUALITY 2711

0 1/ { 1 1 1
0 0.2 0.4 0.6 0.8 1

FIG. 2. Plot of pressure over £2.
problem is obtained:
A®HD = argming _ (%),TEA_IETX - xTEA—ll) ,

where A(k) := {Ay,Ap € R",p € R% | [A;| <7}, n, is the number of nodal values in the discrete
pressure solution and an inequality between two vectors is understood componentwise. The iteration
(5.5-5.6) takes the following form: A0 =0, thenfork =1,2,...,

A®HD = argmin, _ (%ATEA*‘EH - xTEA”l) , (5.7)
u D = A1 q — ETA*HD), (5.8)
D = (|u§k+‘>(x,(,.))|) wi i=1.2....n, (5.9)

The minimization (5.7) can be solved in a number of ways; see Kucera et al. (2018) for two examples.
In our experiments we employ the MATLAB interior point solver for bound constrained problems
fmincon.

5.2 Numerical results. We take §2 to be a square domain £2 = (0,1) x (0,1) and v = 1. The
homogeneous Dirichlet boundary condition I" corresponds to the top, left and right of the domain, and
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TABLE 1  Numerical convergence orders

h ||uh —u* || 12 Order(h) ||uh —u* || A Order(h) || ph—p* H 2 Order(h)
% 7.6871e-1 — 7.0990 — 24621 —
*/?5 2.6804e-1 1.5200 4.1873 7.6159-1 1.2244 1.0077
% 7.2864e-2 1.8792 2.2792 8.7752e-1 4.1932e-1 1.5460
% 1.8418e-2 1.9841 9.2515e-1 1.3007 1.3978e-1 1.5849
‘6/75 4.4197e-3 2.0591 4.6392¢-1 9.9581e-1 4.8017e-2 1.5416

the slip boundary corresponds to the bottom of the domain, § = (0, 1) x {0}. The source function is
defined by f = —Aa + Vp where

ity =~ cos(2mx) sin(2ry) + sin(2wy)

LY = sin(2x) cos(2my) — sin(Qwx) /)’

p(x,y) = 2m(cos(2my) — cos(2mx)).

We use uniform triangular meshes with the interval [0, 1] being split into m equal subintervals with
a sequence of positive integers m, then the mesh size is 4 = +/2/m. The reference solution (&*, p*) is
taken to be (u”,p") with h = +/2/256, and it is used to compute the numerical solution errors. The

convergence order is defined as
" —w|
Order(h) = log, Huh W H ,

in either the L2 (£2)- or the H!(£2)-norm.

In the simulation we take a = 9.01, b = 9.0, « = 10. The numerical results are shown in Table 1
and Figs 1-4.

We observe that the convergence order of the velocity in the H'-norm is around 1; this is in
agreement with the theoretical error bound (4.21), even though there are no mathematical results
available in the literature on the solution regularity for Problem 3.2 that is required in Theorem 4.6
or in Remark 4.7. However, the numerical convergence order for the pressure appears to be higher than
the predicted order of 1.
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