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## Highlights

- First paper on numerical analysis of evolutionary variational-hemivariational inequality problems.
- A Céa type inequality for fully discrete numerical solutions.
- An optimal order error estimate for linear element solutions.
- Numerical evidence on the theoretically predicted optimal order error estimate.


#### Abstract

Variational-hemivariational inequalities are useful in applications in science and engineering. This paper is devoted to numerical analysis for an evolutionary variational-hemivariational inequality. We introduce a fully discrete scheme for the inequality, using a finite element approach for the spatial approximation and a backward finite difference to approximate the time derivative. We present a Céa type inequality which is the starting point for error estimation. Then we apply the results in the numerical solution of a problem arising in contact mechanics, and derive an optimal order error estimate when the linear elements are used. Finally, we report numerical simulation results on solving a model contact problem, and provide numerical evidence on the theoretically predicted optimal order error estimate.
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## 1. Introduction

Variational and hemivariational inequalities are mathematical models arising naturally in both qualitative studies and numerical analysis of various complicated and challenging problems in sciences and engineering. Variational inequalities are inequality problems with convex structure [1,2], whereas hemivariational inequalities are inequality problems involving non-convex terms [3-7].

The numerical analysis of variational inequalities is a well developed area, as illustrated in [8-10] and the references therein. In contrast, there are still relatively few publications devoted to numerical methods for hemivariational inequalities and, in particular, to evolutionary hemivariational inequalities. The basic reference in the area is the book [11]. However, while this book covers convergence of numerical methods for solving hemivariational inequalities, it does not provide error estimates for the numerical solutions. Recently a number of papers have been published on error estimation for numerical methods for hemivariational inequalities. In particular, in [12], an optimal order error estimate is derived for the linear element solution of a static variational-hemivariational inequality; the variational-hemivariational inequality reduces to a static hemivariational inequality in a special case. In [13], an optimal order error estimate with respect to both the spatial mesh-size and the temporal step-size is derived for the linear finite element solution of a hyperbolic hemivariational inequality. In [14], for a general family of elliptic hemivariational inequalities with or without convex constraints, the Galerkin method is shown to converge, and for various elliptic hemivariational inequalities arising in contact mechanics, optimal order error estimates are proved for the linear finite element solutions.

Variational-hemivariational inequalities involve both convex and nonconvex functions. Interest in their study is motivated by problems in mechanics [5]. Recent results in their study have been obtained in [12,15,16]. The inequalities studied in [12] are elliptic, whereas those in [15] are history-dependent ones. Numerical approximations of history-dependent variational-hemivariational inequalities are considered in [16]. First order evolutionary variationalhemivariational inequalities are studied in [17], and the purpose of this paper is to provide numerical analysis of such variational-hemivariational inequalities.

We will need the notion of the subdifferential in the sense of Clarke. All spaces used in this paper are real. For a normed space $X$, we denote its norm by $\|\cdot\|_{X}$, its topological dual by $X^{*}$, and the duality pairing of $X$ and $X^{*}$ by $\langle\cdot, \cdot\rangle_{X^{*} \times X}$. For a locally Lipschitz function $\varphi: X \rightarrow \mathbb{R}$, its Clarke generalized directional derivative at a point $x \in X$ in a direction $v \in X$ is defined by

$$
\varphi^{0}(x ; v)=\limsup _{y \rightarrow x, \lambda \downarrow 0} \frac{\varphi(y+\lambda v)-\varphi(y)}{\lambda}
$$

The Clarke subdifferential of $\varphi$ at $x$ is a subset of $X^{*}$ given by

$$
\partial_{C l} \varphi(x)=\left\{\zeta \in X^{*}: \varphi^{0}(x ; v) \geq\langle\zeta, v\rangle_{X^{*} \times X} \forall v \in X\right\} .
$$

Discussions of the subdifferential in the sense of Clarke can be found in the books [4,5,18,19].
The rest of the paper is organized as follows. In Section 2 we introduce the class of evolutionary variationalhemivariational inequalities studied in [17] and comment on the solution existence and uniqueness. In Section 3, we introduce and analyse a fully discrete scheme for the inequalities, and present a Céa type inequality for error estimation. Then in Section 4, we apply the results of Section 3 to derive an error estimate for the evolutionary variational-hemivariational inequality that describes a frictionless contact problem with a Kelvin-Voigt viscoelastic material where the contact conditions are with normal compliance and unilateral constraints. The error estimate is of optimal order with respect to both time step-size and space mesh-size when linear finite elements are used in space discretization. In Section 5, we report computer simulation results that provide numerical evidence of the predicted optimal convergence order for numerical solutions of a model contact problem.

## 2. The evolutionary variational-hemivariational inequality

In this section, we introduce the evolutionary variational-hemivariational inequality studied in [17]. For this purpose, we need some function spaces.

Let $V$ be a strictly convex, reflexive separable Banach space. We denote by $V^{*}$ the dual of $V$, and by $\langle\cdot, \cdot\rangle$ the duality pairing between $V^{*}$ and $V$. Let $U$ be a reflexive Banach space with the dual $U^{*}$, and denote by $\langle\cdot, \cdot\rangle_{U^{*} \times U}$ the duality pairing between $U^{*}$ and $U$. Let $\iota: V \rightarrow U$ be a linear operator and $\iota^{*}: U^{*} \rightarrow V^{*}$ be its adjoint operator.

For a positive number $T$, we introduce several function spaces defined on the interval $[0, T]$ with values in a Banach space: $\mathcal{V}=L^{2}(0, T ; V), \mathcal{V}^{*}=L^{2}\left(0, T ; V^{*}\right), \mathcal{U}=L^{2}(0, T ; U), \mathcal{U}^{*}=L^{2}\left(0, T ; U^{*}\right)$, and $\mathcal{W}=\left\{v \in \mathcal{V} \mid \dot{v} \in \mathcal{V}^{*}\right\}$. Note that hereafter the dot above the name of a function represents its time derivative. We then define a space $M^{2,2}\left(0, T ; V, V^{*}\right)$. Let $\pi$ be a finite partition of the interval $(0, T)$ by a family of disjoint subintervals $\sigma_{i}=\left(a_{i}, b_{i}\right)$ such that $[0, T]=\cup_{i=1}^{n} \bar{\sigma}_{i}$. Let $\mathcal{F}$ denote the family of all such partitions. Then, we define the seminorm of a function $v:[0, T] \rightarrow V$ by

$$
\|v\|_{B V^{2}(0, T ; V)}^{2}=\sup _{\pi \in \mathcal{F}}\left\{\sum_{\sigma_{i} \in \pi}\left\|v\left(b_{i}\right)-v\left(a_{i}\right)\right\|_{V}^{2}\right\}
$$

and the space

$$
B V^{2}(0, T ; V)=\left\{v:[0, T] \rightarrow V:\|v\|_{B V^{2}(0 ; T ; V)}<\infty\right\} .
$$

We further define

$$
M^{2,2}\left(0, T ; V, V^{*}\right)=L^{2}(0, T ; V) \cap B V^{2}\left(0, T ; V^{*}\right)
$$

It is well-known that $M^{2,2}\left(0, T ; V, V^{*}\right)$ is a Banach space with the norm $\|\cdot\|_{L^{2}(0, T ; V)}+\|\cdot\|_{B V^{2}\left(0, T ; V^{*}\right)}$.
Let there be given operators $A, B: V \rightarrow V^{*}$, functionals $J: U \rightarrow \mathbb{R}$ and $\Phi: V \rightarrow \mathbb{R} \cup\{+\infty\}$, and a function $f:[0, T] \rightarrow V^{*}$. The pointwise formulation of the problem is the following.

Problem (P). Find $u \in \mathcal{W}$ such that $u(0)=u_{0}$ and for a.e. $t \in(0, T)$,

$$
\begin{align*}
\left\langle A \dot{u}(t)+B u(t)+\iota^{*} \xi(t), v-u(t)\right\rangle+\Phi(v)-\Phi(u(t)) & \geq\langle f(t), v-u(t)\rangle \quad \forall v \in V,  \tag{2.1}\\
\xi(t) & \in \partial_{C l} J(t u(t)) . \tag{2.2}
\end{align*}
$$

The corresponding integral form of the problem is studied in [17].
$\operatorname{Problem}\left(\mathrm{P}^{\prime}\right)$. Find $u \in \mathcal{W}$ such that $u(0)=u_{0}$,

$$
\int_{0}^{T}\left[\left\langle A \dot{u}(t)+B u(t)+\iota^{*} \xi(t)-f(t), v(t)-u(t)\right\rangle+\Phi(v(t))-\Phi(u(t))\right] d t \geq 0 \quad \forall v \in \mathcal{V}
$$

and for a.e. $t \in(0, T)$,

$$
\xi(t) \in \partial_{C l} J(\iota u(t)) .
$$

As in [17], we make the following assumptions on the data.
$H(A)$. The operator $A: V \rightarrow V^{*}$ is linear, bounded, coercive and symmetric, i.e.
(i) $A \in \mathcal{L}\left(V, V^{*}\right)$.
(ii) $\langle A v, v\rangle \geq \alpha\|v\|_{V}^{2} \forall v \in V$ with $\alpha>0$.
(iii) $\langle A v, w\rangle=\langle A w, v\rangle \forall v, w \in V$.
$H(B)$. The operator $B: V \rightarrow V^{*}$ is linear, bounded and coercive, i.e.
(i) $B \in \mathcal{L}\left(V, V^{*}\right)$.
(ii) $\langle B v, v\rangle \geq \beta\|v\|_{V}^{2} \forall v \in V$ with $\beta>0$.
$H(J)$. The functional $J: U \rightarrow \mathbb{R}$ is such that
(i) $J$ is locally Lipschitz.
(ii) There exists $c_{J}>0$ such that $\|\xi\|_{U^{*}} \leq c_{J}\left(1+\|u\|_{U}\right) \forall u \in U, \xi \in \partial_{C l} J(u)$.
(iii) There exists $m>0$, such that

$$
\langle\xi-\eta, u-v\rangle_{U^{*} \times U} \geq-m\|u-v\|_{U}^{2} \quad \forall u, v \in U, \xi \in \partial_{C l} J(u), \eta \in \partial_{C l} J(v) .
$$

$H(\Phi)$. The functional $\Phi: V \rightarrow \mathbb{R} \cup\{+\infty\}$ is convex, proper and lower semicontinuous.
$H(\iota)$. The operator $\iota: V \rightarrow U$ is linear, continuous and compact. Moreover, the associated Nemytskii operator $\bar{\imath}: M^{2,2}\left(0, T ; V, V^{*}\right) \rightarrow \mathcal{U}$ defined by $(\overline{ }(v)(t)=\iota(v(t))$ for all $t \in[0, T]$ is also compact.
$H(0) . f \in H^{1}\left(0, T ; V^{*}\right), u_{0} \in \operatorname{dom}(\Phi)$ and the following compatibility condition holds: there exist $\xi_{0} \in \partial_{C l} J\left(\iota u_{0}\right)$ and $\eta_{0} \in \partial_{C o n v} \Phi\left(u_{0}\right)$ such that

$$
B u_{0}+\iota^{*} \xi_{0}+\eta_{0}-f(0) \in V .
$$

$H(s)$. Inequality $\beta>m\|\iota\|^{2}$ holds.

Remark 2.1. In order to guarantee the compactness of the Nemytskii operator $\bar{l}$, that is required in the assumption $H(l)$, it is enough to provide the following condition.
$H_{1}(\iota)$. There exists a space $Z$ and a linear operator $\pi: Z \rightarrow U$ such that $V \subset Z$ compactly and $\iota=\pi \circ i$, where $i: V \rightarrow Z$ denotes the (compact) identity mapping.

This argumentation was justified and used in [17] to show the validity of the assumption $H(\iota)$ in particular problems of contact mechanics. In Section 4 we use the same idea, namely, we ensure that condition $H_{1}(\iota)$ is met in our case.

We note that the symbols $\operatorname{dom}(\Phi)$ and $\partial_{\text {Conv }} \Phi$ in $H(0)$ denote the effective domain of $\Phi$ and its subdifferential in the sense of convex analysis, respectively.

It is proved in [17] that under the assumptions $H(A), H(B), H(J), H(\Phi), H(t), H(0)$ and $H(s)$, Problem ( $\left.\mathrm{P}^{\prime}\right)$ has a unique solution $u \in H^{1}(0, T ; V)$. Under the same assumptions, it is straightforward to show a solution of Problem (P) is unique. Throughout the paper, we keep the assumptions $H(A), H(B), H(J), H(\Phi), H(\iota), H(0)$ and $H(s)$, and assume that Problem ( P ), like Problem $\left(\mathrm{P}^{\prime}\right)$, has a unique solution $u \in H^{1}(0, T ; V)$.

## 3. A fully discrete approximation

We introduce and analyse a fully discrete numerical method to solve Problem (P).

### 3.1. The scheme

Let $V^{h}$ be a finite dimensional subspace of $V$ and $u_{0}^{h} \in V^{h}$ be an approximation of $u_{0}$. Let $N$ be a positive integer, and denote by $k=T / N$ the time stepsize. We use notation $t_{n}=k n, n=0, \ldots, N$. For any continuous function $g$ defined on the interval $[0, T]$ we denote $g_{n}=g\left(t_{n}\right), n=0, \ldots, N$. For any sequence $\left\{z_{n}\right\}_{n=0}^{N}$ we introduce the notation

$$
\delta z_{n}=\frac{1}{k}\left(z_{n}-z_{n-1}\right), \quad n=1, \ldots, N .
$$

Then a fully discrete approximation method for Problem $(\mathrm{P})$ is the following.
Problem $\left(\mathrm{P}^{h k}\right)$. Find $u^{h k}=\left\{u_{n}^{h k}\right\}_{n=0}^{N} \subset V^{h}$ such that $u_{0}^{h k}=u_{0}^{h}$ and for $n=1,2, \ldots, N$,

$$
\begin{align*}
\left\langle A \delta u_{n}^{h k}+B u_{n}^{h k}+\iota^{*} \xi_{n}^{h k}, v^{h}-u_{n}^{h k}\right\rangle+\Phi\left(v^{h}\right)-\Phi\left(u_{n}^{h k}\right) & \geq\left\langle f_{n}, v^{h}-u_{n}^{h k}\right\rangle \quad \forall v^{h} \in V^{h},  \tag{3.1}\\
\xi_{n}^{h k} & \in \partial_{C l} J\left(\iota u_{n}^{h k}\right) . \tag{3.2}
\end{align*}
$$

In the well-posedness study of Problem ( $\mathrm{P}^{h k}$ ), we rewrite (3.1) as

$$
\begin{align*}
& \left\langle A u_{n}^{h k}+k B u_{n}^{h k}+k l^{*} \xi_{n}^{h k}, v^{h}-u_{n}^{h k}\right\rangle+k \Phi\left(v^{h}\right)-k \Phi\left(u_{n}^{h k}\right) \\
& \quad \geq\left\langle A u_{n-1}^{h k}+k f_{n}, v^{h}-u_{n}^{h k}\right\rangle \quad \forall v^{h} \in V^{h} . \tag{3.3}
\end{align*}
$$

This is a static variational-hemivariational inequality and we can apply the existence and uniqueness result of [20] to see that the problem has a unique solution $u_{n}^{h k} \in V^{h}$.

Next, we prove a boundedness property for the numerical solution, which will be useful in error analysis. We will need the identity

$$
\begin{equation*}
\langle A(u-v), u\rangle=\frac{1}{2}\langle A u, u\rangle-\frac{1}{2}\langle A v, v\rangle+\frac{1}{2}\langle A(u-v), u-v\rangle . \tag{3.4}
\end{equation*}
$$

Also, it will be convenient to introduce the $\|\cdot\|_{A}$ norm through

$$
\|v\|_{A}^{2}=\langle A v, v\rangle
$$

Note that under the assumption $H(A)$, the norms $\|\cdot\|_{A}$ and $\|\cdot\|_{V}$ are equivalent.
For simplicity, assume $u_{0} \in V^{h}$; this is the case, e.g., if $u_{0}=0$. Then by letting

$$
u_{-1}^{h k}:=u_{0}+k A^{-1}\left(B u_{0}+\iota^{*} \xi_{0}+\eta_{0}-f(0)\right),
$$

the inequality (3.1) holds also for $n=0$. Recall that $\xi_{0}$ and $\eta_{0}$ denote the elements introduced in the assumption $H(0)$.

## Proposition 3.1. Under the stated assumptions, there is a constant $c>0$ such that

$$
\begin{equation*}
\max _{1 \leq n \leq N}\left\|\delta u_{n}^{h k}\right\|_{V}^{2}+k \sum_{n=1}^{N}\left\|\delta u_{n}^{h k}\right\|_{V}^{2} \leq c . \tag{3.5}
\end{equation*}
$$

Proof. We take $v^{h}=u_{n-1}^{h k}$ in (3.1) to get

$$
\left\langle A \delta u_{n}^{h k}+B u_{n}^{h k}+\iota^{*} \xi_{n}^{h k},-k \delta u_{n}^{h k}\right\rangle+\Phi\left(u_{n-1}^{h k}\right)-\Phi\left(u_{n}^{h k}\right) \geq-k\left\langle f_{n}, \delta u_{n}^{h k}\right\rangle .
$$

Then, we write (3.1) with index $n-1$ instead of $n$, and take $v^{h}=u_{n}^{h k}$ to get

$$
\left\langle A \delta u_{n-1}^{h k}+B u_{n-1}^{h k}+\iota^{*} \xi_{n-1}^{h k}, k \delta u_{n}^{h k}\right\rangle+\Phi\left(u_{n}^{h k}\right)-\Phi\left(u_{n-1}^{h k}\right) \geq k\left\langle f_{n-1}, \delta u_{n}^{h k}\right\rangle .
$$

Add the two inequalities,

$$
\left\langle A\left(\delta u_{n}^{h k}-\delta u_{n-1}^{h k}\right)+k B \delta u_{n}^{h k}+k \iota^{*} \delta \xi_{n}^{h k}, \delta u_{n}^{h k}\right\rangle \leq k\left\langle\delta f_{n}, \delta u_{n}^{h k}\right\rangle .
$$

Applying the identity (3.4) and using the assumptions $H(B)$ and $H(J)$, we derive from the above inequality that

$$
\frac{1}{2}\left\|\delta u_{n}^{h k}\right\|_{A}^{2}-\frac{1}{2}\left\|\delta u_{n-1}^{h k}\right\|_{A}^{2}+k\left(\beta-m\|\iota\|^{2}\right)\left\|\delta u_{n}^{h k}\right\|_{A}^{2} \leq k\left\langle\delta f_{n}, \delta u_{n}^{h k}\right\rangle .
$$

For any $\varepsilon>0$,

$$
\left\langle\delta f_{n}, \delta u_{n}^{h k}\right\rangle \leq \varepsilon\left\|\delta u_{n}^{h k}\right\|_{V}^{2}+\frac{1}{4 \varepsilon}\left\|\delta f_{n}\right\|_{V^{*}}^{2} .
$$

Thus,

$$
\frac{1}{2}\left\|\delta u_{n}^{h k}\right\|_{A}^{2}-\frac{1}{2}\left\|\delta u_{n-1}^{h k}\right\|_{A}^{2}+k\left(\beta-m\|\iota\|^{2}-\varepsilon\right)\left\|\delta u_{n}^{h k}\right\|_{A}^{2} \leq \frac{k}{4 \varepsilon}\left\|\delta f_{n}\right\|_{V^{*}}^{2}
$$

Replacing $n$ by $j$ in the above inequality and making a summation from $j=1$ to $n$, we obtain

$$
\begin{equation*}
\frac{1}{2}\left\|\delta u_{n}^{h k}\right\|_{A}^{2}+k\left(\beta-m\|\iota\|^{2}-\varepsilon\right) \sum_{j=1}^{n}\left\|\delta u_{j}^{h k}\right\|_{A}^{2} \leq \frac{1}{2}\left\|\delta u_{0}^{h k}\right\|_{A}^{2}+\frac{k}{4 \varepsilon} \sum_{j=1}^{n}\left\|\delta f_{j}\right\|_{V^{*}}^{2} . \tag{3.6}
\end{equation*}
$$

Now,

$$
\delta f_{j}=\frac{1}{k}\left(f_{j}-f_{j-1}\right)=\frac{1}{k} \int_{t_{j-1}}^{t_{j}} \dot{f}(s) d s
$$

Hence,

$$
k \sum_{j=1}^{n}\left\|\delta f_{j}\right\|_{V^{*}}^{2} \leq \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}}\|\dot{f}(s)\|_{V^{*}}^{2} d s \leq\|\dot{f}\|_{\mathcal{V}^{*}}^{2}
$$

When $f_{j}$ is defined as the average

$$
f_{j}:=\frac{1}{k} \int_{t_{j-1}}^{t_{j}} f(s) d s
$$

we also have the above bound. Note that

$$
\left\|\delta u_{0}^{h k}\right\|_{A}^{2}=\frac{1}{k^{2}}\left\|u_{0}-u_{-1}^{h k}\right\|_{A}^{2}=\left\|B u_{0}+\iota^{*} \xi_{0}+\eta_{0}-f(0)\right\|_{V^{*}}^{2} .
$$

Therefore, from (3.6), we conclude the boundedness (3.5).
For $n=1,2, \ldots, N$, we can write

$$
u_{n}^{h k}=u_{0}+k \sum_{j=1}^{n} \delta u_{j}^{h k} .
$$

Then we have the following corollary from Proposition 3.1.
Corollary 3.2. Under the stated assumptions, there is a constant $c>0$ such that

$$
\begin{equation*}
\max _{1 \leq n \leq N}\left\|u_{n}^{h k}\right\|_{V} \leq c \tag{3.7}
\end{equation*}
$$

### 3.2. Error analysis

We perform an error analysis of the fully discrete numerical method. Throughout this subsection we denote by $c$ a positive constant that may differ from line to line. To simplify the notation, define

$$
\delta_{n}:=\delta u_{n}-\dot{u}_{n} .
$$

From (2.1)-(2.2), we have, for $n=1,2, \ldots, N$,

$$
\begin{align*}
\left\langle A \dot{u}_{n}+B u_{n}+\iota^{*} \xi_{n}, v-u_{n}\right\rangle+\Phi(v)-\Phi\left(u_{n}\right) & \geq\left\langle f_{n}, v-u_{n}\right\rangle \quad \forall v \in V,  \tag{3.8}\\
\xi_{n} & \in \partial_{C l} J\left(t u_{n}\right) . \tag{3.9}
\end{align*}
$$

From (3.8), we have

$$
\left\langle A \delta u_{n}+B u_{n}+\iota^{*} \xi_{n}, v-u_{n}\right\rangle+\Phi(v)-\Phi\left(u_{n}\right) \geq\left\langle f_{n}, v-u_{n}\right\rangle_{V^{*} \times V}+\left\langle A \delta_{n}, v-u_{n}\right\rangle \quad \forall v \in V .
$$

Then,

$$
\begin{equation*}
\left\langle A \delta u_{n}+B u_{n}+\iota^{*} \xi_{n}, u_{n}^{h k}-u_{n}\right\rangle+\Phi\left(u_{n}^{h k}\right)-\Phi\left(u_{n}\right) \geq\left\langle f_{n}, u_{n}^{h k}-u_{n}\right\rangle+\left\langle A \delta_{n}, u_{n}^{h k}-u_{n}\right\rangle . \tag{3.10}
\end{equation*}
$$

Add (3.10) and (3.1),

$$
\begin{aligned}
& \left\langle A \delta u_{n}+B u_{n}+\iota^{*} \xi_{n}, u_{n}^{h k}-u_{n}\right\rangle+\left\langle A \delta u_{n}^{h k}+B u_{n}^{h k}+\iota^{*} \xi_{n}^{h k}, v^{h}-u_{n}^{h k}\right\rangle+\Phi\left(v^{h}\right)-\Phi\left(u_{n}\right) \\
& \quad \geq\left\langle f_{n}, v^{h}-u_{n}\right\rangle+\left\langle A \delta_{n}, u_{n}^{h k}-u_{n}\right\rangle,
\end{aligned}
$$

which is rewritten as

$$
\begin{aligned}
& \left\langle A \delta\left(u_{n}-u_{n}^{h k}\right)+B\left(u_{n}-u_{n}^{h k}\right)+\iota^{*}\left(\xi_{n}-\xi_{n}^{h k}\right), u_{n}^{h k}-u_{n}\right\rangle+\left\langle A \delta u_{n}^{h k}+B u_{n}^{h k}+i^{*} \xi_{n}^{h k}, v^{h}-u_{n}\right\rangle+\Phi\left(v^{h}\right)-\Phi\left(u_{n}\right) \\
& \quad \geq\left\langle f_{n}, v^{h}-u_{n}\right\rangle+\left\langle A \delta_{n}, u_{n}^{h k}-u_{n}\right\rangle .
\end{aligned}
$$

Introduce the notation

$$
e_{n}:=u_{n}-u_{n}^{h k}
$$

Then,

$$
\begin{aligned}
& \frac{1}{2 k}\left(\left\|e_{n}\right\|_{A}^{2}-\left\|e_{n-1}\right\|_{A}^{2}\right)+\beta\left\|e_{n}\right\|_{V}^{2}-m\left\|\iota e_{n}\right\|_{U}^{2} \\
& \quad \leq\left\langle A \delta u_{n}^{h k}+B u_{n}^{h k}+\iota^{*} \xi_{n}^{h k}-f_{n}, v^{h}-u_{n}\right\rangle+\Phi\left(v^{h}\right)-\Phi\left(u_{n}\right)-\left\langle A \delta_{n}, u_{n}^{h k}-u_{n}\right\rangle .
\end{aligned}
$$

Define a residual type quantity

$$
\begin{equation*}
R_{n}(v):=\left\langle A \dot{u}_{n}+B u_{n}+\iota^{*} \xi_{n}-f_{n}, v-u_{n}\right\rangle+\Phi(v)-\Phi\left(u_{n}\right) . \tag{3.11}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \frac{1}{2 k}\left(\left\|e_{n}\right\|_{A}^{2}-\left\|e_{n-1}\right\|_{A}^{2}\right)+\beta\left\|e_{n}\right\|_{V}^{2}-m\left\|e_{n}\right\|_{U}^{2} \\
& \quad \leq \frac{1}{k}\left\langle A e_{n}, u_{n}-v_{n}^{h}\right\rangle-\frac{1}{k}\left\langle A e_{n-1}, u_{n}-v_{n}^{h}\right\rangle+\left\langle B e_{n}, u_{n}-v_{n}^{h}\right\rangle+\left\langle\xi_{n}-\xi_{n}^{h k}, \iota\left(u_{n}-v_{n}^{h}\right)\right\rangle \\
& \quad+R_{n}\left(v_{n}^{h}\right)+\left\langle A \delta_{n}, v_{n}^{h}-u_{n}\right\rangle+\left\langle A \delta_{n}, e_{n}\right\rangle . \tag{3.12}
\end{align*}
$$

Recall the assumption $H(J)$ (ii). Corresponding to the solution $u \in H^{1}(0, T ; V),\left\{\left\|\xi_{n}\right\|_{U^{*}}\right\}_{n}$ is uniformly bounded. By Corollary 3.2, $\left\{\left\|\xi_{n}^{h k}\right\|_{U^{*}}\right\}$ is also uniformly bounded. Then,

$$
\begin{aligned}
& \left\|e_{n}\right\|_{A}^{2}-\left\|e_{n-1}\right\|_{A}^{2}+2 \beta k\left\|e_{n}\right\|_{V}^{2}-2 m k\left\|\iota e_{n}\right\|_{U}^{2} \\
& \quad \leq 2\left\langle A e_{n}, u_{n}-v_{n}^{h}\right\rangle-2\left\langle A e_{n-1}, u_{n}-v_{n}^{h}\right\rangle+\varepsilon k\left\|e_{n}\right\|_{V}^{2}+c k\left\|u_{n}-v_{n}^{h}\right\|_{V}^{2} \\
& \quad+c k\left\|\iota\left(u_{n}-v_{n}^{h}\right)\right\|_{U}+2 k\left|R_{n}\left(v_{n}^{h}\right)\right|+c k\left\|A \delta_{n}\right\|_{V^{*}}^{2} .
\end{aligned}
$$

Choose $\varepsilon>0$ sufficiently small and denote

$$
c_{0}:=2\left(\beta-m\|\iota\|^{2}\right)-\varepsilon>0 .
$$

Then,

$$
\begin{align*}
\left\|e_{n}\right\|_{A}^{2}-\left\|e_{n-1}\right\|_{A}^{2}+c_{0} k\left\|e_{n}\right\|_{V}^{2} \leq & 2\left\langle A e_{n}, u_{n}-v_{n}^{h}\right\rangle-2\left\langle A e_{n-1}, u_{n}-v_{n}^{h}\right\rangle+c k\left\|u_{n}-v_{n}^{h}\right\|_{V}^{2} \\
& +c k\left\|\left(u_{n}-v_{n}^{h}\right)\right\|_{U}+2 k\left|R_{n}\left(v_{n}^{h}\right)\right|+c k\left\|A \delta_{n}\right\|_{V^{*}}^{2} . \tag{3.13}
\end{align*}
$$

Replace $n$ by $j$ in (3.13) and make a summation over $j=1,2, \ldots, n$ :

$$
\begin{align*}
& \left\|e_{n}\right\|_{A}^{2}+c_{0} k \sum_{j=1}^{n}\left\|e_{j}\right\|_{V}^{2} \\
& \quad \leq\left\|e_{0}\right\|_{A}^{2}+2\left\langle A e_{n}, u_{n}-v_{n}^{h}\right\rangle-2\left\langle A e_{0}, u_{1}-v_{1}^{h}\right\rangle+2 \sum_{j=1}^{n-1}\left\langle A e_{j},\left(u_{j}-v_{j}^{h}\right)-\left(u_{j+1}-v_{j+1}^{h}\right)\right\rangle \\
& \quad+c k \sum_{j=1}^{n}\left(\left\|u_{j}-v_{j}^{h}\right\|_{V}^{2}+\left\|\iota\left(u_{j}-v_{j}^{h}\right)\right\|_{U}+\left|R_{j}\left(v_{j}^{h}\right)\right|+\left\|A \delta_{j}\right\|_{V^{*}}^{2}\right) . \tag{3.14}
\end{align*}
$$

We now bound the terms on the right side of (3.14) involving the errors $e_{j}, 0 \leq j \leq n$. We have

$$
\begin{aligned}
2\left\langle A e_{n}, u_{n}-v_{n}^{h}\right\rangle & \leq \frac{1}{2}\left\|e_{n}\right\|_{A}^{2}+c\left\|u_{n}-v_{n}^{h}\right\|_{V}^{2}, \\
-2\left\langle A e_{0}, u_{1}-v_{1}^{h}\right\rangle & \leq\left\|e_{0}\right\|_{A}^{2}+c\left\|u_{1}-v_{1}^{h}\right\|_{V}^{2},
\end{aligned}
$$

and

$$
\begin{aligned}
2 \sum_{j=1}^{n-1}\left\langle A e_{j},\left(u_{j}-v_{j}^{h}\right)-\left(u_{j+1}-v_{j+1}^{h}\right)\right\rangle & \leq 2 k\|A\| \sum_{j=1}^{n-1}\left\|e_{j}\right\|_{V}\left\|\delta\left(u_{j+1}-v_{j+1}^{h}\right)\right\|_{V} \\
& \leq \frac{1}{2} c_{0} k \sum_{j=1}^{n-1}\left\|e_{j}\right\|_{V}^{2}+c k \sum_{j=2}^{n}\left\|\delta\left(u_{j}-v_{j}^{h}\right)\right\|_{V}^{2}
\end{aligned}
$$

Using these inequalities in (3.14), we have

$$
\begin{aligned}
& \left\|e_{n}\right\|_{A}^{2}+k \sum_{j=1}^{n}\left\|e_{j}\right\|_{V}^{2} \\
& \leq \\
& \quad c\left[\left\|e_{0}\right\|_{V}^{2}+\left\|u_{n}-v_{n}^{h}\right\|_{V}^{2}+\left\|u_{1}-v_{1}^{h}\right\|_{V}^{2}\right. \\
& \left.\quad+k \sum_{j=1}^{n}\left(\left\|\delta\left(u_{j}-v_{j}^{h}\right)\right\|_{V}^{2}+\left\|u_{j}-v_{j}^{h}\right\|_{V}^{2}+\left\|\iota\left(u_{j}-v_{j}^{h}\right)\right\|_{U}+\left|R_{j}\left(v_{j}^{h}\right)\right|+\left\|A \delta_{j}\right\|_{V^{*}}^{2}\right)\right] .
\end{aligned}
$$

Therefore, we have the following Céa type inequality:

$$
\begin{align*}
\max _{0 \leq n \leq N}\left\|e_{n}\right\|_{V}^{2}+k \sum_{n=1}^{N}\left\|e_{n}\right\|_{V}^{2} \leq & c\left[\left\|e_{0}\right\|_{V}^{2}+\max _{0 \leq n \leq N}\left\|u_{n}-v_{n}^{h}\right\|_{V}^{2}\right. \\
& \left.+k \sum_{n=1}^{N}\left(\left\|\delta\left(u_{n}-v_{n}^{h}\right)\right\|_{V}^{2}+\left\|\iota\left(u_{n}-v_{n}^{h}\right)\right\|_{U}+\left|R_{n}\left(v_{n}^{h}\right)\right|+\left\|\delta_{n}\right\|_{V}^{2}\right)\right] \tag{3.15}
\end{align*}
$$

for any $v_{n}^{h} \in V^{h}, 0 \leq n \leq N$. This inequality is the starting point in deriving error estimates, as is shown in the next section.

## 4. Numerical analysis of a frictionless contact problem

In this section, we apply the result from the previous section to derive an optimal order error estimate for the fully discrete solution of a frictionless contact problem using linear finite elements. Modelling, analysis, and numerical methods for contact problems are topics of numerous publications, and some comprehensive references are [4,21-24].

We now introduce the contact problem for a viscoelastic body. Let $\Omega$ be a Lipschitz domain in $\mathbb{R}^{d}$ ( $d=2$ or 3 ) occupied by the body. Its boundary $\partial \Omega$ consists of three disjoint measurable parts $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$, such that the measures of $\Gamma_{1}$ and $\Gamma_{3}$ are positive, and $\Gamma_{2}$ is allowed to be empty. The body is clamped on $\Gamma_{1}$, is subjected to the action of a volume force of density $f_{0}$ in $\Omega$ and the action of a surface traction of density $f_{2}$ on $\Gamma_{2}$. The functions $f_{0}$ and $f_{2}$ are allowed to be time-dependent. The body is in frictionless contact on $\Gamma_{3}$ with an obstacle, the so-called foundation. The foundation is made of a perfectly rigid material, covered by layer of deformable material of thickness $g>0$. Therefore, the contact is modelled with a normal compliance unilateral condition. The process is quasistatic and the time interval of interest is $[0, T]$ for some constant $T>0$.

Let $\mathbb{S}^{d}$ denote the space of second order symmetric tensors on $\mathbb{R}^{d}$. The canonical inner products and the corresponding norms on $\mathbb{R}^{d}$ and $\mathbb{S}^{d}$ are given by

$$
\begin{aligned}
& \boldsymbol{u} \cdot \boldsymbol{v}=u_{i} v_{i}, \quad\|\boldsymbol{v}\|_{\mathbb{R}^{d}}=(\boldsymbol{v} \cdot \boldsymbol{v})^{1 / 2} \quad \forall \boldsymbol{u}=\left(u_{i}\right), \boldsymbol{v}=\left(v_{i}\right) \in \mathbb{R}^{d} \\
& \boldsymbol{\sigma} \cdot \boldsymbol{\tau}=\sigma_{i j} \tau_{i j}, \quad\|\boldsymbol{\tau}\|_{\mathbb{S}^{d}}=(\boldsymbol{\tau} \cdot \boldsymbol{\tau})^{1 / 2} \quad \forall \boldsymbol{\sigma}=\left(\sigma_{i j}\right), \boldsymbol{\tau}=\left(\tau_{i j}\right) \in \mathbb{S}^{d}
\end{aligned}
$$

respectively. Here, the indices $i$ and $j$ run between 1 and $d$ and the summation convention over repeated indices is used. We use the notation $\boldsymbol{u}=\left(u_{i}\right) \in \mathbb{R}^{d}, \boldsymbol{\sigma}=\left(\sigma_{i j}\right) \in \mathbb{S}^{d}$ and $\boldsymbol{\varepsilon}(\boldsymbol{u})=\left(\varepsilon_{i j}(\boldsymbol{u})\right) \in \mathbb{S}^{d}$ for the displacement vector, the stress tensor, and the linearized strain tensor, respectively. Note that $\varepsilon_{i j}(\boldsymbol{u})=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right)$ where an index following a comma indicates a partial derivative with respect to the corresponding component of the spatial variable $\boldsymbol{x}=\left(x_{i}\right)$. The unit outward normal vector exists a.e. on $\partial \Omega$ and is denoted by $\boldsymbol{v}=\left(v_{i}\right) \in \mathbb{R}^{d}$. For a vector field $\boldsymbol{v}$ on $\partial \Omega$, the normal and tangential components of $\boldsymbol{v}$ are $v_{\nu}=\boldsymbol{v} \cdot \boldsymbol{v}$ and $\boldsymbol{v}_{\tau}=\boldsymbol{v}-v_{v} \boldsymbol{v}$. Similarly, for a stress field $\boldsymbol{\sigma}$, the normal and tangential components are $\sigma_{v}=(\boldsymbol{\sigma} \boldsymbol{v}) \cdot \boldsymbol{v}$ and $\sigma_{\tau}=\boldsymbol{\sigma} \boldsymbol{v}-\sigma_{\nu} \boldsymbol{v}$. We denote by $\mathbf{0}$ the zero element of $\mathbb{R}^{d}$.

Then the classical formulation of the contact problem is the following.
$\operatorname{Problem}\left(\mathcal{P}_{\mathcal{M}}\right)$. Find a displacement field $\boldsymbol{u}: \Omega \times[0, T] \rightarrow \mathbb{R}^{d}$ and a stress field $\boldsymbol{\sigma}: \Omega \times[0, T] \rightarrow \mathbb{S}^{d}$ such that

$$
\begin{array}{lc}
\boldsymbol{\sigma}=\mathcal{C} \boldsymbol{\varepsilon}(\dot{\boldsymbol{u}})+\mathcal{G} \boldsymbol{\varepsilon}(\boldsymbol{u}) & \text { in } \Omega \times(0, T), \\
\operatorname{Div} \boldsymbol{\sigma}+\boldsymbol{f}_{0}=\mathbf{0} & \text { in } \Omega \times(0, T), \\
\boldsymbol{u}=\mathbf{0} & \text { on } \Gamma_{1} \times(0, T), \\
\boldsymbol{\sigma} \boldsymbol{v}=\boldsymbol{f}_{2} & \text { on } \Gamma_{2} \times(0, T), \\
\sigma_{v}=\sigma_{v}^{1}+\sigma_{v}^{2}, & \\
-\sigma_{v}^{1} \in \partial_{C l} j\left(u_{v}\right), & \text { on } \Gamma_{3} \times(0, T) \\
u_{v} \leq g, \sigma_{v}^{2} \leq 0, \quad \sigma_{v}^{2}\left(u_{v}-g\right)=0 \\
\boldsymbol{\sigma}_{\tau}=\mathbf{0} &  \tag{4.7}\\
\boldsymbol{u}(0)=\mathbf{0} & \text { on } \Gamma_{3} \times(0, T), \\
\text { in } \Omega .
\end{array}
$$

We comment that Eq. (4.1) is known as the Kelvin-Voigt viscoelastic constitutive law, commonly used to model the deformation behaviour of certain metals, rubbers and polymers. Eq. (4.2) is the equilibrium equation for the quasistatic process. Conditions (4.3) and (4.4) are the ordinary displacement and traction boundary condition. The contact is frictionless and it is represented by (4.6). The initial condition is (4.7). In the contact condition (4.5), the normal stress $\sigma_{v}$ on the contact surface is split into two parts, $\sigma_{v}^{1}$ and $\sigma_{v}^{2}$. The first part $\sigma_{v}^{1}$ describes the deformability of the obstacle with a normal compliance condition, governed by the subdifferential of a nonconvex potential $j$. The second part $\sigma_{v}^{2}$ describes the rigidity of the obstacle with the Signorini unilateral contact condition. The condition (4.5) is used to model the contact of the body with a foundation made of a rigid body covered by a layer of elastic material. Note that penetration is allowed but is restricted by the relation $u_{v} \leq g$, where $g$ represents the thickness of the elastic layer. When there is penetration, as long as the normal displacement does not reach the bound $g$, the contact is described with a nonmonotone normal compliance condition $-\sigma_{v} \in \partial_{C l} j\left(u_{v}\right)$. Due to the nonmonotonicity of $\partial_{C l} j$, the condition can be used to describe the hardening or the softening phenomena of the foundation. Examples and mechanical interpretation associated with the nonmonotone normal compliance condition can be found in [4].

In the study of Problem $\left(\mathcal{P}_{\mathcal{M}}\right)$, we need some standard Lebesgue and Sobolev spaces. For $\boldsymbol{v} \in H^{1}\left(\Omega\right.$; $\left.\mathbb{R}^{d}\right)$, we denote by $\gamma \boldsymbol{v}$ its trace of $\boldsymbol{v}$ on $\partial \Omega$. We introduce spaces

$$
\begin{aligned}
V & =\left\{\boldsymbol{v}=\left(v_{i}\right) \in H^{1}\left(\Omega ; \mathbb{R}^{d}\right) \mid \gamma \boldsymbol{v}=\mathbf{0} \text { a.e. on } \Gamma_{1}\right\} \\
\mathcal{H} & =\left\{\boldsymbol{\tau}=\left(\tau_{i j}\right) \in L^{2}\left(\Omega ; \mathbb{R}^{d \times d}\right) \mid \tau_{i j}=\tau_{j i}, 1 \leq i, j \leq d\right\}
\end{aligned}
$$

The space $\mathcal{H}$ is a real Hilbert space with the canonical inner product given by

$$
(\boldsymbol{\sigma}, \boldsymbol{\tau})_{\mathcal{H}}=\int_{\Omega} \sigma_{i j}(\boldsymbol{x}) \tau_{i j}(\boldsymbol{x}) d x \quad \forall \boldsymbol{\sigma}, \boldsymbol{\tau} \in \mathcal{H}
$$

and the associated norm $\|\cdot\|_{\mathcal{H}}$. Since $\Gamma_{1}$ has a positive measure, it is known that $V$ is a real Hilbert space with the inner product

$$
\begin{equation*}
(\boldsymbol{u}, \boldsymbol{v})_{V}=(\boldsymbol{\varepsilon}(\boldsymbol{u}), \boldsymbol{\varepsilon}(\boldsymbol{v}))_{\mathcal{H}} \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V \tag{4.8}
\end{equation*}
$$

and the associated norm $\|\cdot\|_{V}$. The duality pairing between $V$ and $V^{*}$ is denoted by $\langle\cdot, \cdot\rangle$. Let $Z=H^{1-\varepsilon}\left(\Omega ; \mathbb{R}^{d}\right)$ for some $\varepsilon \in\left(0, \frac{1}{2}\right)$. Define the embedding $i_{1}: V \rightarrow Z$, the trace operator $\gamma_{1}: Z \rightarrow H^{\frac{1}{2}-\varepsilon}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$, and the embedding $i_{2}: H^{\frac{1}{2}-\varepsilon}\left(\Gamma_{3} ; \mathbb{R}^{d}\right) \rightarrow L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$. Consider the trace operator $\gamma=i_{2} \circ \gamma_{1} \circ i_{1}: V \rightarrow L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$. By the Sobolev trace theorem,

$$
\begin{equation*}
\|\gamma \boldsymbol{v}\|_{L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)} \leq c_{0}\|\boldsymbol{v}\|_{V} \quad \forall \boldsymbol{v} \in V \tag{4.9}
\end{equation*}
$$

for a constant $c_{0}$ depending only on the domain $\Omega, \Gamma_{1}$ and $\Gamma_{3}$. Let $U=L^{2}\left(\Gamma_{3}\right)$ and define operators $v: L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right) \rightarrow$ $U, \nu \boldsymbol{v}=v_{v}$ for $\boldsymbol{v} \in L^{2}\left(\Gamma_{3} ; \mathbb{R}^{d}\right)$, and $\iota=v \circ \gamma: V \rightarrow U$. The spaces $\mathcal{V}, \mathcal{U}$ and $\mathcal{W}$ are as defined at the beginning of Section 2, with the spaces $V$ and $U$ introduced here.

On the data of Problem $\mathcal{P}_{\mathcal{M}}$, we assume the following.
$H(\mathcal{C})$. For the viscosity tensor $\mathcal{C}=\left(\mathcal{C}_{i j k l}\right): \Omega \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d}$,

$$
\begin{array}{ll}
\mathcal{C}_{i j k l} \in L^{\infty}(\Omega), & 1 \leq i, j, k, l \leq d ; \\
\mathcal{C} \boldsymbol{\sigma} \cdot \boldsymbol{\tau}=\boldsymbol{\sigma} \cdot \mathcal{C} \boldsymbol{\tau} & \forall \boldsymbol{\sigma}, \boldsymbol{\tau} \in \mathbb{S}^{d}, \text { a.e. in } \Omega ; \\
\mathcal{C} \boldsymbol{\tau} \cdot \boldsymbol{\tau} \geq \alpha\|\boldsymbol{\tau}\|_{\mathbb{S}^{d}}^{2} & \forall \boldsymbol{\tau} \in \mathbb{S}^{d}, \text { a.e. in } \Omega, \text { with } \alpha>0 .
\end{array}
$$

$H(\mathcal{G})$. For the elasticity tensor $\mathcal{G}=\left(\mathcal{G}_{i j k l}\right): \Omega \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d}$,

$$
\begin{array}{ll}
\mathcal{G}_{i j k l} \in L^{\infty}(\Omega), \quad 1 \leq i, j, k, l \leq d \\
\mathcal{G} \boldsymbol{\sigma} \cdot \boldsymbol{\tau}=\boldsymbol{\sigma} \cdot \mathcal{G} \boldsymbol{\tau} & \forall \boldsymbol{\sigma}, \boldsymbol{\tau} \in \mathbb{S}^{d}, \text { a.e. in } \Omega ; \\
\mathcal{G} \boldsymbol{\tau} \cdot \boldsymbol{\tau} \geq \beta\|\boldsymbol{\tau}\|_{\mathbb{S}^{d}}^{2} & \forall \boldsymbol{\tau} \in \mathbb{S}^{d}, \text { a.e. in } \Omega, \text { with } \beta>0 .
\end{array}
$$

$H(j)$. For the normal compliance function $j: \mathbb{R} \rightarrow \mathbb{R}$,
$j$ is locally Lipschitz;
$|\eta| \leq c_{1}(1+|s|) \forall \eta \in \partial_{C l} j(s), s \in \mathbb{R}$ with $d>0$;
$\left(\eta_{1}-\eta_{2}\right)\left(s_{1}-s_{2}\right) \geq-c_{2}\left|s_{1}-s_{2}\right|^{2} \forall \eta_{i} \in \partial_{C l} j\left(s_{i}\right), s_{i} \in \mathbb{R}, i=1,2$, with $c_{2}>0$.
$H(f)$. For the densities of forces and traction,

$$
\begin{aligned}
& f_{0} \in H^{1}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{d}\right)\right), \quad f_{2} \in H^{1}\left(0, T ; L^{2}\left(\Gamma_{2} ; \mathbb{R}^{d}\right)\right) \\
& f_{0}(0) \in V, \quad f_{2}(0)=\mathbf{0}
\end{aligned}
$$

We define operators $A, B: V \rightarrow V^{*}$ by

$$
\langle A \boldsymbol{u}, \boldsymbol{v}\rangle=(\mathcal{C} \varepsilon(\boldsymbol{u}), \boldsymbol{\varepsilon}(\boldsymbol{v}))_{\mathcal{H}}, \quad\langle B \boldsymbol{u}, \boldsymbol{v}\rangle=(\mathcal{G} \varepsilon(\boldsymbol{u}), \varepsilon(\boldsymbol{v}))_{\mathcal{H}} \quad \forall \boldsymbol{u}, \boldsymbol{v} \in V,
$$

and functions $J: L^{2}\left(\Gamma_{3}\right) \rightarrow \mathbb{R}$ and $\boldsymbol{f}:(0, T) \rightarrow V^{*}$ by

$$
\begin{aligned}
& J(w)=\int_{\Gamma_{3}} j(w) d \Gamma, \quad \forall w \in L^{2}\left(\Gamma_{3}\right), \\
& \langle\boldsymbol{f}(t), \boldsymbol{v}\rangle=\int_{\Omega} f_{0}(t) \cdot \boldsymbol{v} d x+\int_{\Gamma_{2}} \boldsymbol{f}_{2}(t) \cdot \boldsymbol{v} d \Gamma \quad \forall \boldsymbol{v} \in V, t \in[0, T] .
\end{aligned}
$$

Let $\Phi: V \rightarrow \mathbb{R} \cup\{+\infty\}$ be the indicator function of the set

$$
K=\left\{\boldsymbol{v} \in V \mid v_{v} \leq g \text { a.e. on } \Gamma_{3}\right\}
$$

Then the weak formulation of Problem $\mathcal{P}_{\mathcal{M}}$ in terms of the displacement is the following.
$\operatorname{Problem}\left(\mathcal{P}_{\mathcal{M}}{ }^{V}\right)$. Find a displacement field $\boldsymbol{u} \in \mathcal{W}$ such that $\boldsymbol{u}(0)=\mathbf{0}$ and for a.e. $t \in(0, T)$,

$$
\begin{aligned}
& \left\langle A \dot{\boldsymbol{u}}(t)+B \boldsymbol{u}(t)+\iota^{*} \xi(t)-\boldsymbol{f}(t), \boldsymbol{v}-\boldsymbol{u}(t)\right\rangle+\Phi(\boldsymbol{v})-\Phi(\boldsymbol{u}(t)) \geq 0 \quad \forall \boldsymbol{v} \in V, \\
& \xi(t) \in \partial_{C l} J((\boldsymbol{u}(t)) .
\end{aligned}
$$

It follows from the definition of function $\Phi$ that Problem $\mathcal{P}_{\mathcal{M}}{ }^{V}$ reduces to the following.
$\operatorname{Problem}\left(\mathcal{P}_{\mathcal{M}}{ }^{V, *}\right)$. Find a displacement field $\boldsymbol{u} \in \mathcal{W}$ such that $\boldsymbol{u}(0)=\mathbf{0}$ and for a.e. $t \in(0, T), \boldsymbol{u}(t) \in K$ and

$$
\begin{aligned}
& \left\langle A \dot{\boldsymbol{u}}(t)+B \boldsymbol{u}(t)+\iota^{*} \xi(t)-\boldsymbol{f}(t), \boldsymbol{v}-\boldsymbol{u}(t)\right\rangle \geq 0 \quad \forall \boldsymbol{v} \in K, \\
& \xi(t) \in \partial_{C l} J(u \boldsymbol{u}(t)) .
\end{aligned}
$$

Problem $\left(\mathcal{P}_{\mathcal{M}}{ }^{V}\right)$ is in the form of Problem (P) discussed in Section 2. It can be verified without difficulty that under the assumptions $H(\mathcal{C}), H(\mathcal{G}), H(j), H(f)$, and $\beta>c_{2}\|\iota\|^{2}$, the conditions $H(A), H(B), H(J), H(\Phi), H(\imath)$, and $H(s)$ of Section 2 are valid (see also Remark 2.1). Therefore, results on Problem (P) and its integral form can be applied. Thus, we assume Problem $\left(\mathcal{P}_{\mathcal{M}}{ }^{V}\right)$ admits a unique solution $\boldsymbol{u} \in H^{1}(0, T ; V)$ and focus on numerical analysis of the contact problem in this section.

As in Section 3, for a positive integer $N$, let $k=N / T$ be the time stepsize. For simplicity, we assume $\Omega$ is a polygonal/polyhedral domain. Then

$$
\overline{\Gamma_{j}}=\cup_{i=1}^{i_{j}} \Gamma_{j, i}, \quad 1 \leq j \leq 3
$$

where $\Gamma_{j, i}, 1 \leq i \leq i_{j}, 1 \leq j \leq 3$, are closed flat components of the boundary and have pairwise disjoint interiors. Consider a regular family of meshes $\left\{\mathcal{T}^{h}\right\}$ that partition $\bar{\Omega}$ into triangles/tetrahedrons, compatible with the splitting of the boundary $\partial \Omega$ into $\Gamma_{j, i}, 1 \leq i \leq i_{j}, 1 \leq j \leq 3$, in the sense that if the intersection of one side/face of an element with one set $\Gamma_{j, i}$ has a positive measure with respect to $\Gamma_{j, i}$, then the side/face lies entirely in $\Gamma_{j, i}$. Corresponding to $\mathcal{T}^{h}$, we define the linear element space

$$
V^{h}=\left\{\boldsymbol{v}^{h} \in C(\bar{\Omega})^{d}\left|\boldsymbol{v}^{h}\right|_{T} \in \mathbb{P}_{1}(T)^{d}, T \in \mathcal{T}^{h}, \boldsymbol{v}^{h}=\mathbf{0} \text { on } \Gamma_{1}\right\} .
$$

Then a fully discrete approximation method for Problem $\mathcal{P}_{\mathcal{M}}{ }^{V}$ is the following.
$\operatorname{Problem}\left(\mathcal{P}_{\mathcal{M}}{ }^{V, h k}\right)$. Find $\boldsymbol{u}^{h k}=\left\{\boldsymbol{u}_{n}^{h k}\right\}_{n=0}^{N} \subset V^{h}$ such that $\boldsymbol{u}_{0}^{h k}=\mathbf{0}$ and for $n=1,2, \ldots, N$,

$$
\begin{align*}
\left\langle A \delta \boldsymbol{u}_{n}^{h k}+B \boldsymbol{u}_{n}^{h k}+\iota^{*} \xi_{n}^{h k}, \boldsymbol{v}^{h}-\boldsymbol{u}_{n}^{h k}\right\rangle+\Phi\left(\boldsymbol{v}^{h}\right)-\Phi\left(\boldsymbol{u}_{n}^{h k}\right) & \geq\left\langle\boldsymbol{f}_{n}, \boldsymbol{v}^{h}-\boldsymbol{u}_{n}^{h k}\right\rangle \quad \forall \boldsymbol{v}^{h} \in V^{h},  \tag{4.10}\\
\xi_{n}^{h k} & \in \partial_{C l} J\left(\iota \boldsymbol{u}_{n}^{h k}\right) . \tag{4.11}
\end{align*}
$$

In the following, we assume $g$ is concave. We can eliminate the explicit appearance of the function $\Phi$ in the formulation by introducing the finite element set

$$
U^{h}=\left\{v^{h} \in V^{h} \mid v_{v}^{h} \leq g \text { at the nodes on } \Gamma_{3}\right\} .
$$

Since $g$ is a concave function, we have the inclusion

$$
U^{h} \subset K .
$$

Thus, an equivalent form of Problem $\mathcal{P}_{\mathcal{M}}{ }^{V, h k}$ is:
$\operatorname{Problem}\left(\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}\right)$. Find $\boldsymbol{u}^{h k}=\left\{\boldsymbol{u}_{n}^{h k}\right\}_{n=0}^{N} \subset U^{h}$ such that $\boldsymbol{u}_{0}^{h k}=\boldsymbol{u}_{0}^{h}$ and for $n=1,2, \ldots, N$,

$$
\begin{align*}
\left\langle A \delta \boldsymbol{u}_{n}^{h k}+B \boldsymbol{u}_{n}^{h k}+\iota^{*} \xi_{n}^{h k}, \boldsymbol{v}^{h}-\boldsymbol{u}_{n}^{h k}\right\rangle & \geq\left\langle\boldsymbol{f}_{n}, \boldsymbol{v}^{h}-\boldsymbol{u}_{n}^{h k}\right\rangle \quad \forall \boldsymbol{v}^{h} \in U^{h},  \tag{4.1}\\
\xi_{n}^{h k} & \in \partial_{C l} J\left(\iota \boldsymbol{u}_{n}^{h k}\right) . \tag{4.13}
\end{align*}
$$

For an error analysis, assume the solution regularity

$$
\begin{align*}
& \boldsymbol{u} \in H^{1}\left(0, T ; H^{2}(\Omega)\right), \quad \ddot{\boldsymbol{u}} \in L^{2}(0, T ; V),  \tag{4.14}\\
& \left.u_{\nu}\right|_{\Gamma_{3, i}} \in C\left(0, T ; H^{2}\left(\Gamma_{3, i}\right)\right),\left.\sigma_{\nu}\right|_{\Gamma_{3, i}} \in C\left(0, T ; L^{2}\left(\Gamma_{3, i}\right)\right), 1 \leq i \leq i_{3} . \tag{4.15}
\end{align*}
$$

We will apply standard finite element interpolation error estimates (cf. [25-27]).

The regularity (4.14) implies that $\boldsymbol{u}(t, \boldsymbol{x})$ is a continuous function of $t$ and $\boldsymbol{x}$. Thus, the pointwise values of $\boldsymbol{u}$ are well defined. Choose $\boldsymbol{v}_{n}^{h}=\Pi^{h} \boldsymbol{u}_{n} \in V^{h}$ to be the finite element interpolant of $\boldsymbol{u}_{n}(\boldsymbol{x}):=\boldsymbol{u}\left(t_{n}, \boldsymbol{x}\right)$. We apply (3.15) and

$$
\begin{align*}
& \max _{0 \leq n \leq N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{h k}\right\|_{V}^{2}+k \sum_{n=1}^{N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{h k}\right\|_{V}^{2} \\
& \quad \leq c\left[\max _{0 \leq n \leq N}\left\|\boldsymbol{u}_{n}-\Pi^{h} \boldsymbol{u}_{n}\right\|_{V}^{2}\right. \\
& \left.\quad+k \sum_{n=1}^{N}\left(\left\|\delta\left(\boldsymbol{u}_{n}-\Pi^{h} \boldsymbol{u}_{n}\right)\right\|_{V}^{2}+\left\|u_{n, v}-\Pi^{h} u_{n, v}\right\|_{L^{2}\left(\Gamma_{3}\right)}+\left|R_{n}\left(\Pi^{h} \boldsymbol{u}_{n}\right)\right|+\left\|\boldsymbol{\delta}_{n}\right\|_{V}^{2}\right)\right] \tag{4.16}
\end{align*}
$$

where

$$
\begin{align*}
\boldsymbol{\delta}_{n} & :=\delta \boldsymbol{u}_{n}-\dot{\boldsymbol{u}}_{n}  \tag{4.17}\\
R_{n}(\boldsymbol{v}) & :=\left\langle A \dot{\boldsymbol{u}}_{n}+B \boldsymbol{u}_{n}+\iota^{*} \xi_{n}-\boldsymbol{f}_{n}, \boldsymbol{v}-\boldsymbol{u}_{n}\right\rangle+\Phi(\boldsymbol{v})-\Phi\left(\boldsymbol{u}_{n}\right)  \tag{4.18}\\
\xi_{n} & \in \partial_{C l} J\left(\iota \boldsymbol{u}_{n}\right) \tag{4.19}
\end{align*}
$$

From [28, Lemma 11.5], we have

$$
\left\|\boldsymbol{\delta}_{n}\right\|_{V} \leq\|\ddot{\boldsymbol{u}}\|_{L^{1}\left(t_{n-1}, t_{n} ; V\right)}
$$

Thus,

$$
\left\|\boldsymbol{\delta}_{n}\right\|_{V}^{2} \leq k\|\ddot{\boldsymbol{u}}\|_{L^{2}\left(t_{n-1}, t_{n} ; V\right)}^{2}
$$

and

$$
\begin{equation*}
k \sum_{n=1}^{N}\left\|\boldsymbol{\delta}_{n}\right\|_{V}^{2} \leq k^{2}\|\ddot{\boldsymbol{u}}\|_{L^{2}(0, T ; V)}^{2} \tag{4.20}
\end{equation*}
$$

Write

$$
\delta\left(\boldsymbol{u}_{n}-\Pi^{h} \boldsymbol{u}_{n}\right)=\frac{1}{k} \int_{t_{n-1}}^{t_{n}}\left(\dot{\boldsymbol{u}}(t)-\Pi^{h} \dot{\boldsymbol{u}}(t)\right) d t
$$

Then

$$
\left\|\delta\left(\boldsymbol{u}_{n}-\Pi^{h} \boldsymbol{u}_{n}\right)\right\|_{V}^{2} \leq \frac{1}{k} \int_{t_{n-1}}^{t_{n}}\left\|\dot{\boldsymbol{u}}(t)-\Pi^{h} \dot{\boldsymbol{u}}(t)\right\|^{2} d t
$$

and

$$
k \sum_{n=1}^{N}\left\|\delta\left(\boldsymbol{u}_{n}-\Pi^{h} \boldsymbol{u}_{n}\right)\right\|_{V}^{2} \leq \int_{0}^{T}\left\|\dot{\boldsymbol{u}}(t)-\Pi^{h} \dot{\boldsymbol{u}}(t)\right\|^{2} d t
$$

Therefore,

$$
\begin{equation*}
k \sum_{n=1}^{N}\left\|\delta\left(\boldsymbol{u}_{n}-\Pi^{h} \boldsymbol{u}_{n}\right)\right\|_{V}^{2} \leq c h^{2}\|\dot{\boldsymbol{u}}\|_{L^{2}\left(0, T ; H^{2}(\Omega)\right)}^{2} \tag{4.21}
\end{equation*}
$$

Note that on each component $\Gamma_{3, i}, \Pi^{h} u_{n, v}$ is the finite element interpolant of $u_{n, v}$. By the last part of the regularity assumption (4.14), we have

$$
\begin{equation*}
k \sum_{n=1}^{N}\left\|u_{n, v}-\Pi^{h} u_{n, v}\right\|_{L^{2}\left(\Gamma_{3}\right)} \leq c h^{2} \sum_{i=1}^{i_{3}}\left\|u_{v}\right\|_{L^{\infty}\left(0, T ; H^{2}\left(\Gamma_{3, i}\right)\right)} . \tag{4.22}
\end{equation*}
$$

We now bound $\left|R_{n}\left(\Pi^{h} \boldsymbol{u}_{n}\right)\right|$. Using the relation

$$
\langle A \dot{\boldsymbol{u}}(t)+B \boldsymbol{u}(t)-\boldsymbol{f}(t), \boldsymbol{v}\rangle=\int_{\Gamma_{3}} \sigma_{\nu}(t) v_{v} d \Gamma \quad \forall \boldsymbol{v} \in V,
$$

we have

$$
R_{n}\left(\Pi^{h} \boldsymbol{u}_{n}\right)=\int_{\Gamma_{3}}\left(\sigma_{n, v}+\xi_{n}\right)\left(\Pi^{h} u_{n, v}-u_{n, v}\right) d \Gamma
$$

where $\sigma_{n, v}:=\sigma_{\nu}\left(t_{n}\right)$. Then,

$$
\left|R_{n}\left(\Pi^{h} \boldsymbol{u}_{n}\right)\right| \leq c\left\|\Pi^{h} u_{n, v}-u_{n, v}\right\|_{L^{2}\left(\Gamma_{3}\right)},
$$

and

$$
\begin{equation*}
k \sum_{n=1}^{N}\left|R_{n}\left(\Pi^{h} \boldsymbol{u}_{n}\right)\right| \leq c h^{2} \sum_{i=1}^{i_{3}}\left\|u_{\nu}\right\|_{L^{\infty}\left(0, T ; H^{2}\left(\Gamma_{3, i}\right)\right)} . \tag{4.23}
\end{equation*}
$$

Using (4.20)-(4.23) in (4.16), we obtain the following result concerning optimal error estimate for the fully discrete scheme.

Corollary 4.1. Let $\boldsymbol{u}$ and $\boldsymbol{u}^{h k}$ be solutions of Problem $\left(\mathcal{P}_{\mathcal{M}}{ }^{V}\right)$ and $\operatorname{Problem}\left(\mathcal{P}_{\mathcal{M}}{ }^{V, h k}\right)$ respectively. Assume the solution regularity (4.14)- (4.15). Then

$$
\begin{equation*}
\max _{0 \leq n \leq N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{h k}\right\|_{V}^{2}+k \sum_{n=1}^{N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{h k}\right\|_{V}^{2} \leq c\left(k^{2}+h^{2}\right) \tag{4.24}
\end{equation*}
$$

with a positive constant $c$ independent of $k$ and $h$.

## 5. Numerical simulations

This section provides computer simulation results on the contact Problem ( $\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}$ ), including numerical evidence of the theoretical error estimates obtained in Section 4 for the fully discrete approximation.

The solution of Problem $\left(\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}\right)$ is based on numerical methods described in [29,30]. Note that hemivariational inequalities arising in contact mechanics are related to the solution of non-convex problems. A numerical technique to solve this kind of problems is to use a "convexification" iterative procedure which leads to a sequence of convex programming problems. Then, the resulting nonsmooth convex iterative problems are solved by classical numerical methods that can be found for instance in [23,24].

Numerical example. The physical setting used for Problem ( $\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}$ ) is depicted in Fig. 1. The deformable body is a rectangle, $\Omega=(0,2) \times(0,1) \subset \mathbb{R}^{2}$, and its boundary $\Gamma$ is split as follows:

$$
\begin{aligned}
& \Gamma_{1}=(\{0\} \times[0.5,1]) \cup(\{2\} \times[0.5,1]), \\
& \Gamma_{2}=((0,2) \times\{1\}) \cup(\{0\} \times(0,0.5)) \cup(\{2\} \times(0,0.5)), \\
& \Gamma_{3}=[0,2] \times\{0\} .
\end{aligned}
$$

The domain $\Omega$ represents the cross section of a three-dimensional linearly viscoelastic body subjected to the action of tractions in such a way that a plane stress hypothesis is assumed. On the part $\Gamma_{1}$ the body is clamped and, therefore, the displacement field vanishes there. Vertical compressions act on the part $(0,2) \times\{1\}$ of the boundary $\Gamma_{2}$ and the part $(\{0\} \times(0,0.5)) \cup(\{2\} \times(0,0.5))$ is traction free. Constant vertical body forces are assumed to act on the viscoelastic body. The body is in frictionless contact with an obstacle on the part $\Gamma_{3}$ of the boundary.

The compressible material's behaviour of the domain $\Omega$ is governed by a Kelvin-Voigt viscoelastic linear constitutive law of the form (4.1). In addition, we assume that the material is homogeneous and isotropic; then, the elasticity tensor $\mathcal{G}$ and the viscosity tensor $\mathcal{C}$ have the following forms

$$
\begin{aligned}
& (\mathcal{G} \boldsymbol{\tau})_{i j}=\frac{E \kappa}{(1+\kappa)(1-2 \kappa)}\left(\tau_{i i}\right) \delta_{i j}+\frac{E}{1+\kappa} \tau_{i j}, \quad 1 \leq i, j \leq 2, \forall \boldsymbol{\tau} \in \mathbb{S}^{2}, \\
& (\mathcal{C} \boldsymbol{\tau})_{i j}=\alpha\left(\tau_{i i}\right) \delta_{i j}+\beta \tau_{i j}, \quad 1 \leq i, j \leq 2, \forall \tau \in \mathbb{S}^{2},
\end{aligned}
$$

where the coefficients $E$ and $\kappa$ are the Young's modulus and the Poisson's ratio of the material, respectively, and $\alpha$ and $\beta$ are the viscosity parameters. $\delta_{i j}$ denotes the Kronecker symbol.


Fig. 1. Reference configuration of the two-dimensional example.

For the numerical simulation of Problem ( $\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}$ ), the following data are used:

$$
\begin{aligned}
E & =1000 \mathrm{~N} / \mathrm{m}^{2}, \quad \kappa=0.4, \alpha=100 \mathrm{~N} / \mathrm{m}^{2}, \beta=50 \mathrm{~N} / \mathrm{m}^{2}, \\
f_{0} & =\left(0,-0.1 \times 10^{-3}\right) \mathrm{N} / \mathrm{m}^{2}, \\
f_{2} & =\left(-1.5 \times 10^{-3}, 0\right) \mathrm{N} / \mathrm{m} \text { on }(0,2) \times\{1\}, \\
T & =1 \mathrm{~s}, h=1 / 128, k=T / N \text { with } N=128 .
\end{aligned}
$$

The numerical results are presented in Figs. 2-5 and are described in what follows.
Numerical solution of Problem ( $\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}$ ). In Figs. 3-4, the deformed configurations as well as the interface forces on $\Gamma_{3}$ are plotted. In this case, the contact boundary conditions on $\Gamma_{3}$ are characterized by a frictionless multivalued normal compliance contact in which the response follows a nonmonotone law with respect to the normal displacement $u_{v}$ and for which the maximal penetration is restricted by a unilateral constraint as follows:

$$
\begin{align*}
& -\sigma_{v}^{1}=\left\{\begin{array}{l}
0 \quad \text { if } u_{v} \leq 0, \\
c_{v}^{1} u_{v} \quad \text { if } u_{v} \in\left(0, u_{v}^{1}\right], \\
c_{v}^{1} u_{v}^{1}+c_{v}^{2}\left(u_{v}-u_{v}^{1}\right) \quad \text { if } u_{v} \in\left(u_{v}^{1}, u_{v}^{2}\right), \\
c_{v}^{1} u_{v}^{1}+c_{v}^{2}\left(u_{v}^{2}-u_{v}^{1}\right)+c_{v}^{3}\left(u_{v}-u_{v}^{2}\right) \quad \text { if } u_{v} \geq u_{v}^{2},
\end{array}\right.  \tag{5.1}\\
& u_{v} \leq g, \sigma_{v}^{2} \leq 0,\left(u_{v}-g\right) \sigma_{v}^{2}=0,  \tag{5.2}\\
& \boldsymbol{\sigma}_{\tau}=\mathbf{0} \tag{5.3}
\end{align*}
$$

with $c_{v}^{1}=200 \mathrm{~N} / \mathrm{m}^{2}, c_{v}^{2}=-100 \mathrm{~N} / \mathrm{m}^{2}, c_{v}^{3}=300 \mathrm{~N} / \mathrm{m}^{2}, u_{v}^{1}=0.05 \mathrm{~m}$ and $u_{v}^{2}=0.075 \mathrm{~m}$ and $g=-0.1 \mathrm{~m}$. Note that in the conditions (5.2), $g$ represents the maximum value of the allowed penetration. When this value of penetration is reached, the contact follows a unilateral condition without any additional penetration. For the conditions (5.1), we use a multivalued normal compliance response in which the non-monotonic behaviour of $-\sigma_{v}^{1}$ is characterized, respectively, by an increasing, a decreasing and again an increasing with respect to the normal displacement $u_{\nu}$. In order to better appreciate the non-monotonic character of the normal response, we show in Fig. 2 the dependence of $-\sigma_{v}$ as a function of the normal displacement $u_{\nu}$ related to the relations (5.1) and (5.2).

In Fig. 3, we plotted the deformed mesh as well as the interface forces on $\Gamma_{3}$. On the extremities of the boundary $\Gamma_{3}$, we can see the non-monotonic behaviour of the normal compliance response $-\sigma_{v}$ with respect to the penetration. On the centre of $\Gamma_{3}$, the nodes are in unilateral contact status since the penetration reached the maximum value $g$.

In Fig. 4, the deformed mesh as well as the interface forces on $\Gamma_{3}$ is plotted for various values of the maximal penetration $g$. It is obvious to observe that the number of nodes in unilateral contact status increases with the reduction of the thickness of deformable layer of value $g$.


Fig. 2. Dependence of $-\sigma_{\nu}$ on $u_{\nu}$.


Fig. 3. Deformed mesh and interface force on $\Gamma_{3}$.

The details concerning the computation for the numerical simulation related to the solution of Problem $\left(\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}\right)$ with $g=-0.1 \mathrm{~m}$ are the following. For instance, in Fig. 3, the problem was discretized in 16513 finite elements with 128 contact elements ( $h=1 / 128$ ) and 128 time steps ( $k=1 / 128$ ); the total number of degrees of freedom was equal to 17028 . For information, the average iterations number of the "convexification" procedure for the solution of Problem $\left(\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}\right)$ was equal to 4 and the simulation runs in 665 (expressed in seconds) CPU time on a IBM computer equipped with Intel Dual core processors (Model 5148, 2.33 GHz).

Errors and numerical convergence orders. The aim of this part is to illustrate the convergence of the discrete scheme and to provide numerical evidence of the optimal error estimate obtained in Section 4. To this end, we computed a sequence of numerical solutions by using uniform discretization of Problem ( $\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}$ ) according to the spatial discretization parameter $h$ and the time step $k$, respectively. For instance, for $h=1 / 128$ and $k=1 / 128$, we obtained the deformed configuration and the interface forces plotted in Fig. 3.

The numerical estimations of $\left\|\boldsymbol{u}-\boldsymbol{u}^{h k}\right\|_{V}$ are computed by using the energy norm $\|\cdot\|_{E}$ for several discretization parameters of $h$ and $k$. The energy norm is defined by the formula

$$
\left\|\boldsymbol{v}^{h k}\right\|_{E}:=\frac{1}{\sqrt{2}}\left(\mathcal{G}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{v}^{h k}\right)\right), \boldsymbol{\varepsilon}\left(\boldsymbol{v}^{h k}\right)\right)_{\mathcal{H}}^{1 / 2}
$$

Since it is not possible to calculate the exact solution $\boldsymbol{u}$ analytically, we consider a "reference" solution $\boldsymbol{u}_{\text {ref }}$ corresponding to a fine approximation of $\operatorname{Problem}\left(\mathcal{P}_{\mathcal{M}}{ }^{V, h k, *}\right)$. For this procedure, the boundary $\Gamma$ of $\Omega$ is divided into


Fig. 4. Deformed meshes and interface forces on $\Gamma_{3}$ for various values of $g$.


Fig. 5. Numerical errors.
$1 / h$ equal parts and the time interval $[0, T]$ is divided into $1 / k$ time steps. We start with $h=1 / 4$ and $k=1 / 4$ which are successively halved. The numerical solution $\boldsymbol{u}_{r e f}$ corresponding to $h=1 / 512$ and $k=1 / 512$ was taken as the "reference" solution. This fine discretization corresponds to a problem with 264508 degrees of freedom and 262657 finite elements; the simulation runs in 93878 (expressed in seconds) CPU time. The numerical results are presented in Fig. 5 and in Table 1 where the dependence of the relative error estimates $\left\|\boldsymbol{u}_{\text {ref }}-\boldsymbol{u}^{h}\right\|_{E} /\left\|\boldsymbol{u}_{\text {ref }}\right\|_{E}$ with respect to $h$

Table 1
Relative errors in energy norm.

| $h+k$ | $1 / 2$ | $1 / 4$ | $1 / 8$ | $1 / 16$ | $1 / 32$ | $1 / 64$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Error | $24.099 \%$ | $12.835 \%$ | $6.407 \%$ | $3.153 \%$ | $1.540 \%$ | $0.741 \%$ |

and $k$ are plotted. Note that these results provide a good numerical evidence of the theoretically predicted first order convergence of the numerical solution measured in the energy norm.
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