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We introduce and study a mathematical model for temperature-modulated
bioluminescence tomography (TBT). The model is capable of self-adjusting
values of experimental parameters that are used in the formulation. Major
theoretical results of this article include: Solution existence of the model,
convergence of numerical solutions, an iterative scheme based on
linearization, studies of the solution limiting behaviours when normalized
total energy function and/or some or all the energy percentages in
individual spectral bands are known exactly. Several numerical examples
are included to illustrate the improvement of the accuracy of the
reconstructed bioluminescent source distribution due to the employment
of measurements from multiple temperature distributions.

Keywords: temperature-modulated bioluminescence tomography (TBT);
solution existence; finite element method; convergence; limiting behaviour

1. Introduction

In the past several years, molecular imaging has been rapidly developed to study
physiological and pathological processes in vivo at the cellular and molecular
levels [1,2]. Among molecular imaging modalities, optical imaging has attracted
major attention for its unique advantages, especially performance and cost-
effectiveness [3–5]. Among various optical molecular imaging techniques, the
fluorescence molecular tomography (FMT) [6] and the bioluminescence tomography
(BLT) [7–9] are two emerging and complementary modes. In contrast to fluorescent
imaging, bioluminescent imaging has unique capabilities in probing molecular and
cellular processes. Furthermore, there is no or little background auto-fluorescence
with bioluminescent imaging. With BLT, quantitative and localized analyses
on a bioluminescent source distribution become feasible in a mouse, which reveal
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information important for numerous biomedical studies. Some uniqueness results for

the BLT problem are given in [8]. A comprehensive theoretical and numerical

analysis of the BLT problem is performed in [10]. More theoretical investigations

and numerical solutions of the BLT problem are reported in [11–14]. A further step

along the direction of BLT development is multi-spectral bioluminescence

tomography (MBT) that uses multi-spectral measurement data in reconstructing

the bioluminescent source distribution. Some theoretical studies of MBT, including

results from numerical simulations, can be found in [15] for a particular formulation.

A general framework for MBT is introduced and analysed in [16]. See [17] for

a summary account.
Inspired by the experimental results reported in [18] that bioluminescent spectra

can be significantly affected by temperature, the temperature-modulated biolumines-

cence tomography (TBT) was proposed in [19] for more accurate reconstruction of the

bioluminescent source distribution. The purpose of the current article is to establish

a general mathematical framework for the study of TBT and to provide a thorough

theoretical investigation. The rest of this article is organized as follows. We describe

the TBT problem in Section 2. In Section 3, we introduce the mathematical framework

for the study of the TBT problem throughminimizing themismatch between predicted

boundary values by boundary value problems and boundary measurements, coupled

with regularization on the source distribution function and penalization for the

inaccuracy in the normalized total energy function and energy percentage functions.

Solution existence issue is addressed in Section 4. Note that the TBT problem can be

solved only approximately; so in Section 5, we consider discretization of the TBT

problem using the finite element method. The main result there is on convergence of

the numerical solutions. Then in Section 7, we explore the limiting behaviour of the

solution of our framework as some of the penalization parameters tend to infinity. We

report some numerical results on simulation of the TBT problem in Section 8.

The numerical results illustrate that using measurements from multiple temperature

distributions lead to accuracy improvement in the reconstructed bioluminescent

source distribution.

2. Problem description

We denote by ��R
d the domain occupied by a biological medium and by �¼ @�

for its boundary. The integer d refers to the space dimension. In applications, d¼ 3.

However, the mathematical theory can be developed for any dimension.
The diffusion boundary value problem at the normal body temperature is

�divðDruÞ þ �u ¼ p��0
in �, ð2:1Þ

uþ 2AD@�u ¼ 0 on � ¼ @�: ð2:2Þ

Here, D(x)¼ 1/[3 (�(x)þ�0(x))], �(x) and �0(x) are the absorption coefficient and the

reduced scattering coefficient, @/@� stands for the outward normal derivative,

AðxÞ ¼
1þ RðxÞ

1� RðxÞ
, RðxÞ � �1:4399��2 þ 0:7099��1 þ 0:6681þ 0:0636�
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with � being the refractive index of the medium, �0 is a subset of �, known as the
permissible region and ��0

is the characteristic function of �0. The four coefficients
1.4399, . . . , 0.0636 are dimensionless and are emperically determined. The homo-
geneous boundary condition (2.2) corresponds to a dark environment for the
experiments.

The purpose is to reconstruct the source function p from multispectral
measurements of outgoing photon densities on portions of the boundary �, resulted
from several sets of experiments with modulated temperatures. Our discussion in this
article will be given in the more general context of the multispectral bioluminescence
tomography (MBT). In MBT, the optical imaging study is performed with multiple
reporters of different spectra for multiple molecular and cellular targets.
Multispectral data are measured in spectral bands on the surface of the biological
body, which are then employed for the reconstruction of the distributions of multiple
biomarkers. For a detailed theoretical analysis of MBT, see [16].

We now introduce the additional symbols necessary for a description of the
problem.

In multispectral bioluminescence tomography, the spectrum is divided into
certain number of bands, say i0 bands �1, . . . ,�i0

, with

�i ¼ ½li�1, liÞ, 1 � i � i0 � 1, �i0 ¼ ½li0�1, li0 �:

Here, l05 l15 � � �5 li0 is a partition of the whole spectrum range. The case of TBT
based on the ordinary single spectrum BLT is recovered by setting i0¼ 1.

Several experiments are to be performed at different temperature distributions.
Denote by j0 the number of experiments, and for j-th (1� j� j0) experiment, let
Tj¼Tj(x) be the corresponding temperature distribution in the medium.
Experimental results indicate that the photon density satisfies a diffusion differential
equation of the form (2.1) with the right-hand side modified by a temperature
dependent scaling parameter. Specifically, in the j-th experiment, the portion of the
photon density in the spectral band �i is described by the following boundary value
problem, adapted from (2.1) and (2.2):

�divðDruijÞ þ �uij ¼ !ðTjÞwiðTjÞp��0
in �, ð2:3Þ

uij þ 2AD@�uij ¼ 0 on �: ð2:4Þ

Here, ! is the normalized total energy function, wi is the energy percentage function
for the spectral band �i, 1� i� i0. The value of ! at the normal body temperature
37�C is set to be 1: !(37)¼ 1. At any temperature T, we have

Xi0
i¼1

wiðT Þ ¼ 1:

The corresponding multispectral boundary measurements are

Qij ¼ �D@�uij ¼
1

2A
uij on �i: ð2:5Þ

Here �i, 1� i� i0, are subsets of �, where we measure the multispectral outgoing
photon densities. These subsets can be the same, and they can be equal to the entire
boundary �.
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Based on prior experimental results, we suppose we know approximate values
of ! and w¼ (w1, . . . ,wi0

)T; the known approximate values are denoted as !(0) and
wð0Þ ¼ ðw

ð0Þ
1 , . . . ,w

ð0Þ
i0
Þ
T [18,19]. Figure 1 shows graphs of the functions !(0) and w

ð0Þ
i ,

1� i� 3, for the temperature range [25�C, 39�C]. The three spectral bands are
�1¼ [500, 590) nm,�2¼ [590, 625) nm,�3¼ [625, 750] nm.

Then the TBT problem is to determine p, ! and w from (2.3) to (2.5) for 1� i� i0,

1� j� j0. As is well-known, this pointwise formulation is ill-posed, see, e.g. [10].
So we study the TBT problem through minimizing the mismatch between predicted
boundary values by boundary value problems and boundary measurements,

coupled with regularization on the source distribution function and penalization
for the inaccuracy in the normalized total energy function and energy percentage
functions.

3. A general framework for studying TBT problem

We first make assumptions on the data. Assume ��R
d is a Lipschitz

domain, A(x)2 [Al,Au] for some constants Al, Au2 (0,1), D2L1(�) with
D(x)	D0 for some constant D04 0, and �2L1(�) with �(x)	 0. Let fij¼ 2AQij

and assume fij2L
2(�i) for 1� j� j0, 1� i� i0. Let Tl and Tu be the lower and upper

bounds of temperature distributions involved in the experiments. Denote
IT¼ (Tl,Tu).
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Figure 1. Approximate normalized total energy function and energy percentages in three
spectral bands.

196 W. Han et al.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
H
a
n
,
 
W
e
i
m
i
n
]
 
A
t
:
 
1
4
:
5
6
 
2
7
 
J
u
l
y
 
2
0
0
9



We will use the following function spaces: V¼H1(�), Q0¼L2(�0), Q�¼L2(�),
Q�i
¼L2(�i) for 1� i� i0, and VT¼H1(IT).
In our formulation, unknowns are the source function p, the normalized total

energy function ! and the multispectral energy percentage vector function
w¼ (w1, . . . ,wi0

)T. We search for p in a set Qp�Q0, the function ! in the set

Q! ¼ f! 2 VT j 0 � ! � 2g,

and w in the set

Qw ¼

�
w 2 ðVT Þ

i0 j 0 � wi � 1, 1 � i � i0,
X
i

wi ¼ 1

�
:

We assume Qp is a non-empty, closed, convex set in Q0. Define the admissible set

Qad ¼ Qp 
Q! 
Qw:

Then Qad is a non-empty, closed, convex set in the space Q0
VT
 (VT)
i0.

For any ( p,!,w)2Q0
VT
 (VT)
i0, we define uij¼ uj( p,!,wi)2V byZ

�

Druij � rvþ �uijv
� �

dxþ

Z
�

1

2A
uijv ds ¼

Z
�0

!ðTjÞwiðTjÞpv dx 8v 2 V ð3:1Þ

for 1� i� i0, 1� j� j0. Note that (3.1) is a weak form of the boundary value
problem (2.3) and (2.4). By the assumptions made on the data D, � and A, it follows
from an application of the Lax–Milgram lemma [20,21] that the solution uij is uniquely
defined by (3.1). For positive numbers ", M! and Mw, we introduce the objective
functional

Jð p,!,wÞ ¼
1

2

X
i, j

kujð p,!,wiÞ � fijk
2
Q�i
þ
"

2
kpk2Q0

þ
M!

2
k!� !ð0Þk2VT

þ
Mw

2

X
i

kwi � w
ð0Þ
i k

2
VT
:

ð3:2Þ

Here " is meant to be small, whereas M! and Mw are meant to be large. Throughout
this article, the indices i and j range between 1 and i0, and 1 and j0, respectively.
We then introduce the following for the study of the reconstruction problem
described in Section 2.

PROBLEM 3.1 Find ( p,!,w)2Qad such that the objective functional J( p,!,w) is
minimal over Qad.

4. Solution existence

We first present and prove a solution existence result.

THEOREM 4.1 Under the assumptions stated in the beginning of Section 3 on the data,
Problem 3.1 has a solution.

Proof By definition of the infimum, we have a sequence {( pn,!n,wn)}n�Qad,
wn¼ (w1,n, . . . ,wi0, n

)T, such that

Jð pn,!n,wnÞ ! inf
ð p,x,wÞ2Qad

Jð p,!,wÞ as n!1:
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We note that kpnkQ0
, k!nkVT

and kwi,nkVT
, 1� i� i0, are all uniformly bounded,

independent of n. Denote uij,n¼ uj( pn,!n,wi,n). From the definition (3.1), we deduce

that kuij,nkV is also uniformly bounded, independent of n. Thus, there is a sub-

sequence {n0} of the sequence {n}, and functions ( p1,!1,w1)2Qad, w1¼

(w1,1, . . . ,wi0,1
)T, and uij,12V such that as n0 !1,

pn0 * p1 in Q0, ð4:1Þ

!n0 * !1 in VT, !n0 ! !1 in CðITÞ, ð4:2Þ

wi,n0 * wi,1 in VT, wi,n0 ! wi,1 in CðITÞ, 1 � i � i0, ð4:3Þ

uij,n0 * uij,1 in V, uij,n0 ! uij,1 in Q�, 1 � i � i0, 1 � j � j0: ð4:4Þ

Let us show that uij,1¼ uj( p1,!1,wi,1). For any v2V, consider the differenceZ
�0

!n0 ðTjÞwi,n0 ðTjÞpn0v dx�

Z
�0

!1ðTjÞwi,1ðTjÞp1v dx:

It can be rewritten asZ
�0

!n0 ðTjÞwi,n0 ðTjÞ � !1ðTjÞwi,1ðTjÞ
� �

pn0v dxþ

Z
�0

!1ðTjÞwi,1ðTjÞ pn0 � p1ð Þv dx:

As n0 !1, the first term tends to zero because of (4.2) and (4.3), and the second

term tends to zero because of (4.1). Therefore,

lim
n0!1

Z
�0

!n0 ðTjÞwi,n0 ðTjÞpn0v dx ¼

Z
�0

!1ðTjÞwi,1ðTjÞp1v dx:

In the defining relationZ
�

Druij,n0 � rvþ �uij,n0v
� �

dxþ

Z
�

1

2A
uij,n0v ds ¼

Z
�0

!n0 ðTjÞwi,n0 ðTjÞpn0v dx 8v 2 V,

let n0 !1, use the convergence of the right side and the property (4.4) to obtainZ
�

Druij,1 �rvþ�uij,1v
� �

dxþ

Z
�

1

2A
uij,1vds¼

Z
�0

!1ðTjÞwi,1ðTjÞp1vdx 8v 2 V:

In other words, uij,1¼ uj( p1,!1,wi,1). Using this relation and the properties

(4.1)–(4.4), we obtain

Jð p1,!1,w1Þ � lim inf
n0!1

Jð pn0 ,!n0 ,wn0 Þ:

Therefore,

Jð p1,!1,w1Þ ¼ inf
ð p,x,wÞ2Qad

Jð p,!,wÞ,

and ( p1,!1,w1) is a solution of Problem 3.1. g

Next we present a necessary condition for a solution of Problem 3.1. Associated

with an element ( p,!,w)2Qad, we introduce the set

Qadð p,!,wÞ ¼ ð�p,�!,BwÞ 2 Q0 
 VT 
 ðVT Þ
i0 j ð pþ�p,!þ�!,wþ BwÞ 2 Qad

� 	
:
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Observe that Qad( p,!,w) is a non-empty, closed, convex set in the space Q0
VT


(VT)
i0. For any ( p,!,w)2Qad, any (�p,�!,"w)2Qad( p,!,w) with "w¼

(�w1
, . . . ,�wi0

)T, and 1� i� i0, 1� j� j0, we define eij� ej( p,!,wi; �p,�!,�wi
)2V

by the relationZ
�

Dreij � rvþ �eijv
� �

dxþ

Z
�

1

2A
eijv ds

¼

Z
�0

!ðTjÞ�wi
ðTjÞ�p þ wiðTjÞ�!ðTjÞ�p þ p�!ðTjÞ�wi

ðTjÞ
� �

v dx 8v 2 V: ð4:5Þ

We can show that if ( p,!,w)2Qad is a solution of Problem 3.1, thenX
i, j

ujð p,!,wiÞ � fij, eij
� �

Q�i

þ " ð p,�pÞQ0
þM!ð!� !

ð0Þ,�!ÞVT

þMw

X
i

ðwi � w
ð0Þ
i ,�wi

ÞVT
	 0 8ð�p,�!,BwÞ 2 Qadð p,!,wÞ: ð4:6Þ

This relation can be proved similar to that of (2.15) in [11].

5. Numerical approximation

Let {T h�
}h�

be a regular family of finite element partitions of �, {T h�0
}h�0

a regular

family of finite element partitions of �0, and {T hT
}hT a regular family of finite

element partitions of IT. In the following, we will use the symbol h for the triplet

(h�, h�0
, hT). By h! 0, we mean max{h�, h�0

, hT}! 0.
Corresponding to the partitions T h�

, T h�0
and T hT

, we construct the related linear

finite element space Vh�, piecewise constant function space Q
h�0

0 and linear finite

element space VhT
T . Define Q

h�0
p ¼ Qp \Q

h�0

0 , QhT
! ¼ Q! \ V

hT
T , QhT

w ¼ Qw \ ðV
hT
T Þ

i0

and the discrete admissible set

Qh
ad ¼ Q

h�0
p 
QhT

! 
QhT
w :

We assume Qh
ad is non-empty. Then Qh

ad is a closed and convex subset of Qad.
For any ð ph,!h,whÞ 2 Qh

ad, we define uhij ¼ uhj ð p
h,!h,wh

i Þ 2 Vh� byZ
�

Druhij � rv
h þ �uhijv

h

 �

dxþ

Z
�

1

2A
uhijv

hds ¼

Z
�0

!hðTjÞw
h
i ðTjÞ p

hvh dx 8vh 2 Vh�

ð5:1Þ

for 1� i� i0, 1� j� j0. Applying the Lax–Milgram lemma, we deduce that uhij 2 Vh�

is uniquely defined by (5.1). We then introduce a discrete analogue of the

functional (3.2):

Jhð ph,!h,whÞ ¼
1

2

X
i, j

kuhj ð p
h,!h,wh

i Þ � fijk
2
Q�i
þ
"

2
kphk2Q0

þ
M!

2
k!h � !ð0Þk2VT

þ
Mw

2

X
i

kwh
i � w

ð0Þ
i k

2
VT
,

ð5:2Þ
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and that of Problem 3.1:

PROBLEM 5.1 Find ð ph,!h,whÞ 2 Qh
ad such that the functional Jh( ph,!h,wh) is

minimal over Qh
ad.

Similar to Problem 3.1, we can show that Problem 5.1 has a solution. Our

emphasis here is a convergence result.

THEOREM 5.2 Let fð ph1,!
h
1,w

h
1Þgh be a sequence of discrete solutions, h! 0. Then

there exist a subsequence {h0 ¼ (h0�, h
0
�0
, h0T)} of {h} and an element

ð p01,!
0
1,w

0
1Þ 2 Qh

ad such that as h0 ! 0,

ph
0

1 ! p01 in Q0, !h0

1 ! !0
1 in VT, wh0

i,1 ! w0
i,1 in VT, 1 � i � i0, ð5:3Þ

uh
0

ij,1 ! u0ij,1 in V, 1 � i � i0, 1 � j � j0, ð5:4Þ

where uh
0

ij,1 ¼ uh
0

j ð p
h0

1,!
h0

1,w
h0

i,1Þ, u
0
ij,1 ¼ ujð p

0
1,!

0
1,w

0
i,1Þ. Moreover, ð p01,!

0
1,w

0
1Þ is

a solution of Problem 3.1.

Proof We first notice that kph1kQ0
, k!h

1kVT
, kwh

i,1kVT
for 1� i� i0, and ku

h
ij,1kVT

for 1� i� i0, 1� j� j0, are all uniformly bounded, independent of h. Thus for

a subsequence {h0 ¼ (h0�, h
0
�0
, h0T )} of {h}, an element ð p01,!

0
1,w

0
1Þ 2 Qh

ad and

functions u0ij,1 2 V, 1� i� i0, 1� j� j0, such that as h0 ! 0,

ph
0

1 * p01 in Q0, ð5:5Þ

!h0

1 * !0
1 in VT, !h0

1 ! !0
1 in CðITÞ, ð5:6Þ

wh0

i,1 * w0
i,1 in VT, wh0

i,1 ! w0
i,1 in CðITÞ, 1 � i � i0, ð5:7Þ

uh
0

ij,1 * u0ij,1 in V, uh
0

ij,1 ! u0ij,1 in Q�, 1 � i � i0, 1 � j � j0: ð5:8Þ

Similar to the proof of Theorem 4.1, we can verify that u0ij,1 ¼ ujð p
0
1,!

0
1,w

0
i,1Þ and

Jð p01,!
0
1,w

0
1Þ � lim inf

h0!0
Jh
0

ð ph
0

1,!
h0

1,w
h0

1Þ

¼ lim inf
h0!0

inf
ð ph
0
,!h0 ,wh0 Þ2Qh0

ad

Jh
0

ð ph
0

,!h0,wh0 Þ: ð5:9Þ

Now let ( p,!,w)2Qad be a solution of Problem 3.1 and let uij¼ uj ( p,!,wi) be

defined by (3.1). Let �h�0p 2 Q
h�0

0 be the piecewise average of p, IhT! 2 VhT
T and

IhTwi 2 VhT
T be the continuous piecewise linear interpolants of ! and wi. Then by the

finite element theory [22],

k�h�0p� pkQ0
! 0, kIhT!� !kVT

! 0, kIhTwi � wikVT
! 0, as h! 0: ð5:10Þ

Define uhij 2 Vh� byZ
�

Druhij � rv
h þ �uhijv

h

 �

dxþ

Z
�

1

2A
uhijv

h ds

¼

Z
�0

IhT!ðTjÞ I
hTwiðTjÞ�

h�0pvh dx 8vh 2 Vh� :

ð5:11Þ
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Then from the definitions (3.1) and (5.11), we can derive the following inequality:

kuij � uhijkV � c inf
vh�2Vh�

kuij � vh�kV þ k!ðTjÞwiðTjÞ p� IhT!ðTjÞ I
hTwiðTjÞ�

h�0pkQ0

� 

:

ð5:12Þ

Because of the uniform boundedness of kIhT!kCðITÞ, kI
hTwikCðITÞ

and k�h�0pkQ0
,

we deduce from (5.12) that

kuij � uhijkV � c
h

inf
vh�2Vh�

kuij � vh�kV þ k!� IhT!kCðITÞ

þ kwi � IhTwikCðITÞ
þ kp��h�0pkQ0

i
:

In particular, this implies

kuij � uhijkV ! 0 as h! 0:

Thus,

inf
ð ph,!h,whÞ2Qh

ad

Jhð ph,!h,whÞ � Jhð�h�0p, IhT!, IhTwÞ ! Jð p,!,wÞ as h! 0:

Therefore,

lim sup
h0!0

inf
ð ph
0
,!h0 ,wh0 Þ2Qh0

ad

Jh
0

ð ph
0

,!h0 ,wh0 Þ � Jð p,!,wÞ: ð5:13Þ

Combining (5.9) and (5.13), we deduce that

Jð p01,!
0
1,w

0
1Þ ¼ lim

h0!0
Jh
0

ð ph
0

1,!
h0

1,w
h0

1Þ ¼ Jð p,!,wÞ:

So ð p01,!
0
1,w

0
1Þ is a solution of Problem 3.1, and as h0 ! 0,

kph
0

1kQ0
! kp01kQ0

, k!h0

1 � !
ð0ÞkVT

! k!0
1 � !

ð0ÞkVT
,

kwh0

i,1 � w
ð0Þ
i kVT

! kw0
i,1 � w

ð0Þ
i kVT

, 1 � i � i0:

These relations and the weak convergence of (5.5)–(5.7) together imply the strong

convergence in (5.3) [20]. To show the strong convergence (5.4), we use the

definitions (3.1) and (5.1) and writeZ
�

D jrðuh
0

ij,1 � u0ij,1Þj
2 þ � juh

0

ij,1 � u0ij,1j
2

h i
dxþ

Z
�

1

2A
juh

0

ij,1 � u0ij,1j
2 ds

¼

Z
�0

!h0

1ðTjÞw
h0

i,1ðTjÞ p
h0

1 � !
0
1ðTjÞw

0
i,1ðTjÞ p

0
1

h i
uh
0

ij,1 dx

þ

Z
�0

!0
1ðTjÞw

0
i,1ðTjÞ p

0
1 uh

0

ij,1 � u0ij,1


 �
dxþ

Z
�

1

A
u0ij,1ðu

0
ij,1 � uh

0

ij,1Þds

þ 2

Z
�

Dru0ij,1 � rðu
0
ij,1 � uh

0

ij,1Þ þ �u
0
ij,1ðu

0
ij,1 � uh

0

ij,1Þ

h i
dx:

As h0 ! 0, the first term on the right side approaches zero because of the

boundedness of fkuh
0

ij,1kL2ð�0Þ
gh0 and the strong convergence !h0

1 ! !0
1 and
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wh0

i,1 ! w0
i,1 in VT, p

h0

1 ! p01 in Q0. The other terms approach zero because of the
convergence property (5.8). Thus,Z

�

D jrðuh
0

ij,1 � u0ij,1Þj
2 þ � juh

0

ij,1 � u0ij,1j
2

h i
dx

þ

Z
�

1

2A
juh

0

ij,1 � u0ij,1j
2 ds! 0 as h0 ! 0:

So we have the strong convergence (5.4). g

6. An iterative scheme based on linearization

The discussion in the section is made at the continuous level, i.e. for Problem 3.1.
All the results can be extended to the discrete Problem 5.1 in a straightforward
fashion.

Note that Problem 3.1 has three unknowns p, ! and w, but approximate values

!(0) and w(0) of ! and w are available from prior experiments. We may first determine
an approximate value p(0) for p and then develop an iterative scheme based on the
idea of linearization.

First we compute p(0). Consider Problem 3.1 with freezed !¼!(0) and w¼w(0).

In other words, we consider the following problem.

Problem 6.1 Find p2Qp such that the objective functional J( p,!(0),w(0)) is minimal
over Qp.

This problem is similar to the standard BLT/MBT problems studied in the
literature, [10,16]. There is a unique solution p(0)2Qp, which is characterized by an
inequalityX

i, j

u
ð0Þ
ij ð p

ð0ÞÞ � fij, u
ð0Þ
ij ð pÞ � u

ð0Þ
ij ð p

ð0ÞÞ


 �
Q�i

þ " pð0Þ, p� pð0Þ
� �

Q0
	 0 8p 2 Qp:

Here u
ð0Þ
ij ð pÞ 2 V is defined by a boundary value problem:Z

�

Dru
ð0Þ
ij ð pÞ � rvþ �u

ð0Þ
ij ð pÞv


 �
dxþ

Z
�

1

2A
u
ð0Þ
ij ð pÞv ds

¼

Z
�0

!ð0ÞðTjÞw
ð0Þ
i ðTjÞpv dx 8v 2 V:

Let us discuss the idea of linearization. Write

p ¼ pð0Þ þ �p, ! ¼ !ð0Þ þ �!, w ¼ wð0Þ þ dw:

Here dw¼ (�w1
, . . . , �wi0

)T. These � terms are expected to be small, and we drop terms
of second or higher orders of these to obtain

!ðTjÞwiðTjÞ p � !
ð0ÞðTjÞw

ð0Þ
i ðTjÞ p

ð0Þ þ !ð0ÞðTjÞw
ð0Þ
i ðTjÞ �p

þ w
ð0Þ
i ðTjÞ p

ð0Þ�!ðTjÞ þ !
ð0ÞðTjÞ p

ð0Þ�wi
ðTjÞ:

Then the solution uj( p,!,wi) of the problem (3.1) satisfies

ujð p,!,wiÞ � u
ð0Þ
ij ð p

ð0ÞÞ þ �u,ij,
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where we define �u,ij2V byZ
�

Dr�u,ij � rvþ ��u,ijv
� �

dxþ

Z
�

1

2A
�u,ijv ds

¼

Z
�0

!ð0ÞðTjÞw
ð0Þ
i ðTjÞ �p þ w

ð0Þ
i ðTjÞ p

ð0Þ�!ðTjÞ þ !
ð0ÞðTjÞ p

ð0Þ�wi
ðTjÞ

h i
v dx 8v 2 V:

Based on the above discussion, we propose the following iterative scheme.
For k¼ 0, 1, . . . , with ( p(k), !(k), w(k))2Qad known, define u

ðkÞ
ij 2 V by the problemZ

�

Dru
ðkÞ
ij � rvþ �u

ðkÞ
ij v


 �
dxþ

Z
�

1

2A
u
ðkÞ
ij v ds ¼

Z
�0

!ðkÞðTjÞw
ðkÞ
i ðTjÞ p

ðkÞv dx 8v 2 V:

ð6:1Þ

Define

Q
ðkÞ
ad ¼ ð�p, �!, dwÞ 2 Q0 
 VT 
 ðVT Þ

i0 j ð pðkÞ þ �p,!
ðkÞ þ �!,w

ðkÞ þ dwÞ 2 Qad

� 	
:

It is easy to show that Q
ðkÞ
ad is a non-empty, closed, convex set in the space

Q0
VT
 (VT)
i0. For ð�p, �!, dwÞ 2 Q

ðkÞ
ad , define �u,ij2V byZ

�

Dr�u,ij � rvþ ��u,ijv
� �

dxþ

Z
�

1

2A
�u,ijv ds

¼

Z
�0

!ðkÞðTjÞw
ðkÞ
i ðTjÞ �p þ w

ðkÞ
i ðTjÞ p

ðkÞ�!ðTjÞ þ !
ðkÞðTjÞ p

ðkÞ�wi
ðTjÞ

h i
v dx 8v 2 V,

ð6:2Þ

and introduce the functional

J
ðkÞ
� ð�p, �!, dwÞ ¼

1

2

X
i, j

ku
ðkÞ
ij þ �u,ij � fijk

2
Q�i
þ
"

2
k�pk

2
Q0

þ
M!

2
k�!k

2
VT
þ
Mw

2

X
i

k�wi
k2VT

: ð6:3Þ

We determine ð�ðkÞp , �ðkÞ! , dðkÞw Þ from the following problem.

PROBLEM 6.2 Find ð�ðkÞp , �ðkÞ! , dðkÞw Þ 2 Q
ðkÞ
ad that minimizes the functional J(k)(�p, �!, dw)

over Q
ðkÞ
ad .

As output of the iteration step, we let

pðkþ1Þ ¼ pðkÞ þ �ðkÞp , !ðkþ1Þ ¼ !ðkÞ þ �ðkÞ! , wðkþ1Þ ¼ wðkÞ þ dðkÞw : ð6:4Þ

Regarding Problem 6.2, we have the following result.

THEOREM 6.3 Problem 6.2 has a unique solution ð�ðkÞp , �ðkÞ! , dðkÞw Þ 2 Q
ðkÞ
ad , which is

characterized by an inequalityX
i, j

u
ðkÞ
ij þ �ðkÞu,ij � fij, �u,ij � �

ðkÞ
u,ij


 �
Q�i

þ " �ðkÞp , �p � �
ðkÞ
p


 �
Q0

þM! �
ðkÞ
! , �! � �

ðkÞ
!

� �
VT
þMw

X
i

�ðkÞwi
, �wi
� �ðkÞwi


 �
VT

	 0 8ð�p, �!, dwÞ 2 Q
ðkÞ
ad , ð6:5Þ
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where u
ðkÞ
ij 2 V is defined by (6.1), �u,ij2V is defined by (6.2) and �ðkÞu,ij 2 V is defined byZ

�

Dr�ðkÞu,ij � rvþ��
ðkÞ
u,ijv


 �
dxþ

Z
�

1

2A
�u,ijvds

¼

Z
�0

!ðkÞðTjÞw
ðkÞ
i ðTjÞ �

ðkÞ
p þw

ðkÞ
i ðTjÞp

ðkÞ�ðkÞ! ðTjÞ þ!
ðkÞðTjÞp

ðkÞ�ðkÞwi
ðTjÞ

h i
vdx 8v 2 V:

Numerical methods for Problem 6.2 can be similarly developed, and convergence
of the numerical solutions can be shown.

7. Limiting behaviours

We first consider the limiting behaviour of the solution of Problem 3.1 as M!!1.
Let Q

ð1Þ
ad ¼ Qp 
Qw. Then Q

ð1Þ
ad is a non-empty, closed, convex set in the space

Q0
 (VT)
i0. For any ð p,wÞ 2 Q

ð1Þ
ad , we define u

ð1Þ
ij ¼ u

ð1Þ
j ð p,wiÞ 2 V byZ

�

Dru
ð1Þ
ij � rvþ �u

ð1Þ
ij v


 �
dxþ

Z
�

1

2A
u
ð1Þ
ij v ds ¼

Z
�0

!ð0ÞðTjÞwiðTjÞ pv dx 8v 2 V

ð7:1Þ

for 1� i� i0, 1� j� j0. By the assumptions made on the data D, � and A, it follows
from an application of the Lax–Milgram lemma that the solution u

ð1Þ
ij is uniquely

defined by (7.1). For positive numbers " and Mw, we introduce the objective
functional

Jð1Þð p,wÞ ¼
1

2

X
i, j

ku
ð1Þ
j ð p,wiÞ � fijk

2
Q�i
þ
"

2
kpk2Q0

þ
Mw

2

X
i

kwi � w
ð0Þ
i k

2
VT ð7:2Þ

and the following problem.

PROBLEM 7.1 Find ð p,wÞ 2 Q
ð1Þ
ad such that the objective functional J(1)( p,w) is

minimal over Q
ð1Þ
ad .

Notice that Problem 7.1 is a degenerate case of Problem 3.1 when Q! is replaced
by a one element set {!(0)}. In other words, we study Problem 7.1 when !(0) is known
to be the exact normalized total energy function.

Similar to Theorem 4.1, we can show Problem 7.1 has a solution. Our focus here
is on relationship between Problem 3.1 and Problem 7.1.

THEOREM 7.2 Let ( pn,!n,wn)2Qad be a solution of Problem 3.1 for M!¼Mn with
Mn!1 as n!1. Then

!n ! !ð0Þ in VT as n!1, ð7:3Þ

and there exist a subsequence {n0} of the sequence {n} and a solution ð pð1Þ1 ,wð1Þ1 Þ 2 Q
ð1Þ
ad

of Problem 7.1 such that as n0 !1,

pn0 ! pð1Þ1 in Q0, wi,n0 ! w
ð1Þ
i,1 in VT, 1 � i � i0, ð7:4Þ

uij,n0 ! u
ð1Þ
ij,1 in V, 1 � i � i0, 1 � j � j0, ð7:5Þ

where uij,n0 ¼ uj( pn0,!n0,wi,n0), u
ð1Þ
ij,1 ¼ u

ð1Þ
j ð p

ð1Þ
1 ,w

ð1Þ
i,1Þ.
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Proof To stress the dependence of the functional J(�, �, �) of (3.2) on M!¼Mn, we

write it as Jn(�, �, �) in this proof. Let ð p1,w1Þ 2 Q
ð1Þ
ad be a solution of Problem 7.1.

Then

Jnð pn,!n,wnÞ � Jnð p1,!
ð0Þ,w1Þ ¼ Jð1Þð p1,w1Þ: ð7:6Þ

In particular, this implies !n!!(0) in VT. So (7.3) holds. Notice that kpnkQ0
, kwi,nkVT

and kuij,nkV, 1� i� i0, 1� j� j0, are uniformly bounded. Hence, there exist

a subsequence {( pn0,wn0)}, an element ð pð1Þ1 ,wð1Þ1 Þ 2 Q
ð1Þ
ad and u

ð1Þ
ij,1 2 V, 1� i� i0,

1� j� j0, such that

pn0 * pð1Þ1 in Q0, ð7:7Þ

wi,n0 * w
ð1Þ
i,1 in VT, wi,n0 ! w

ð1Þ
i,1 in CðITÞ, 1 � i � i0, ð7:8Þ

uij,n0 * u
ð1Þ
ij,1 in V, uij,n0 ! u

ð1Þ
ij,1 in Q�, 1 � i � i0, 1 � j � j0, ð7:9Þ

We need to show

(a) u
ð1Þ
ij,1 ¼ u

ð1Þ
j ð p

ð1Þ
1 ,w

ð1Þ
i,1Þ;

(b) ð pð1Þ1 ,wð1Þ1 Þ is a solution of Problem 7.1;
(c) strong convergence (7.4) and (7.5).

It is easy to see that (a) is valid. For (b) and (c), we first deduce the following

inequality from (7.6):

lim sup
n!1

Jnð pn,!n,wnÞ � Jð1Þð p1,w1Þ: ð7:10Þ

Then we have the following sequence of inequalities:

Jð1Þð pð1Þ1 ,wð1Þ1 Þ � lim inf
n0!1

Jð1Þð pn0 ,wn0 Þ

� lim sup
n0!1

Jð1Þð pn0 ,wn0 Þ

¼ lim sup
n0!1

Jn0 ð pn0 ,!n0 ,wn0 Þ �
Mn0

2
k!n0 � !

ð0Þk2VT

� 


� lim sup
n0!1

Jn0 ð pn0 ,!n0 ,wn0 Þ

� Jð1Þð p1,w1Þ

where in the last step, we used (7.10). So ð pð1Þ1 ,wð1Þ1 Þ is a solution of Problem 7.1 and

lim
n0!1

Jð1Þð pn0 ,wn0 Þ ¼ Jð1Þð pð1Þ1 ,wð1Þ1 Þ:

Taking (7.7)–(7.9) into consideration, the equality implies that as n0 !1,

kpn0 kQ0
! kpð1Þ1 kQ0

, kw
ð1Þ
i,n0 kVT

! kw
ð1Þ
i,1kVT

, 1 � i � i0:

The above norm sequence convergence and the weak convergence property (7.7) and

(7.8) together imply the strong convergence (7.4). Proof of the strong convergence

(7.5) is similar to that of (5.4). g
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From the proof of the theorem, we find that

lim
n0!1

Mn0 k!n0 � !
ð0Þk2VT

¼ 0:

This relation indicates that the speed with which !n0 converges to !
(0) in VT is faster

than that with which 1=
ffiffiffiffiffiffiffiffi
Mn0
p

converges to zero.
We then consider the limiting behaviour of the solution of Problem 3.1 as

Mw!1. Let Q
ð2Þ
ad ¼ Qp 
Q!. Then Q

ð2Þ
ad is a non-empty, closed, convex set in the

space Q0
VT. For any ð p,!Þ 2 Q
ð2Þ
ad , we define u

ð2Þ
ij ¼ u

ð2Þ
ij ð p,!Þ 2 V by

Z
�

Dru
ð2Þ
ij � rvþ �u

ð2Þ
ij v


 �
dxþ

Z
�

1

2A
u
ð2Þ
ij v ds ¼

Z
�0

!ðTjÞw
ð0Þ
i ðTjÞ pv dx 8v 2 V

ð7:11Þ

for 1� i� i0, 1� j� j0. By the assumptions made on the data D, � and A, it follows

from an application of the Lax–Milgram lemma that the solution u
ð2Þ
ij is uniquely

defined by (7.11). For positive numbers " and M!, we introduce the objective

functional

Jð2Þð p,wÞ ¼
1

2

X
i, j

ku
ð2Þ
ij ð p,!Þ � fijk

2
Q�i
þ
"

2
kpk2Q0

þ
M!

2
k!� !ð0Þk2VT ð7:12Þ

and the following problem.

PROBLEM 7.3 Find ð p,!Þ 2 Q
ð2Þ
ad such that the objective functional J(2)( p,!) is

minimal over Q
ð2Þ
ad .

Notice that Problem 7.3 is a degenerate case of Problem 3.1 when Qw is replaced

by a one element set {w(0)}. In other words, we study Problem 7.3 when w(0) is known

to be the exact multispectral energy percentage vector function.
We can show that Problem 7.3 has a solution. Similar to Theorem 7.2, we have

the next result regarding Problem 7.3.

THEOREM 7.4 Let ( pn,!n,wn)2Qad be a solution of Problem 3.1 for Mw¼Mn with

Mn!1 as n!1. Then

wi,n! w
ð0Þ
i in VT as n!1, 1 � i � i0,

and there exist a subsequence {n0} of {n} and a solution ð pð2Þ1 ,!ð2Þ1 Þ 2 Q
ð2Þ
ad of

Problem 7.3 such that as n0 !1,

pn0 ! pð2Þ1 in Q0, !n0 ! !ð2Þ1 in VT,

uij,n0 ! u
ð2Þ
ij,1 in V, 1 � i � i0, 1 � j � j0,

where uij,n0 ¼ uj( pn0,!n0,wi,n0), u
ð2Þ
ij,1 ¼ u

ð2Þ
ij ð p

ð2Þ
1 ,!ð2Þ1 Þ.

It is easy to extend the above discussion to the situation where only some of the

energy percentage functions are known exactly. Let I� {1, . . . , i0} be the index

set for those energy percentage functions that are not known exactly.
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Define ~Qad ¼ Qp 
Q! 
 ~Qw,I where ~Qw,I ¼ fw 2 Qw j wi ¼ w
ð0Þ
i 8i 62 Ig. Then ~Qad

is a non-empty, closed, convex set in the space Q0
VT
 (VT)
i0. Modify (3.2) to

~Jð p,!,wÞ ¼
1

2

X
j

X
i2I

kujð p,!,wiÞ � fijk
2
Q�i
þ
X
i 62I

kujð p,!,w
ð0Þ
i Þ � fijk

2
Q�i

" #

þ
"

2
kpk2Q0

þ
M!

2
k!� !ð0Þk2VT

þ
Mw

2

X
i2I

kwi � w
ð0Þ
i k

2
VT
,

and then minimize ~Jð p,!,wÞ over the set ~Qad. Similar theoretical results hold for this

problem.
We can also consider the limiting behaviour of the solution of Problem 3.1 as

both M!!1 and Mw!1. Let Q
ð3Þ
ad ¼ Qp. Then Q

ð3Þ
ad is a non-empty, closed,

convex set in the space Q0. For any p 2 Q
ð3Þ
ad , we define u

ð3Þ
ij ¼ u

ð3Þ
ij ð pÞ 2 V byZ

�

Dru
ð3Þ
ij � rvþ �u

ð3Þ
ij v


 �
dxþ

Z
�

1

2A
u
ð3Þ
ij v ds ¼

Z
�0

!ð0ÞðTjÞw
ð0Þ
i ðTjÞ pv dx 8v 2 V

ð7:13Þ

for 1� i� i0, 1� j� j0. By the assumptions made on the data D, � and A, it follows

from an application of the Lax–Milgram lemma that the solution u
ð3Þ
ij is uniquely

defined by (7.13). For a positive number ", we introduce the objective functional

Jð3Þð pÞ ¼
1

2

X
i, j

ku
ð3Þ
ij ð pÞ � fijk

2
Q�i
þ
"

2
kpk2Q0 ð7:14Þ

and the following problem:

PROBLEM 7.5 Find p 2 Q
ð3Þ
ad such that the objective functional J(3)( p) is minimal

over Q
ð3Þ
ad .

Notice that Problem 7.5 is a degenerate case of Problem 3.1 when Q! is replaced

by a one element set {!(0)} and Qw is replaced by {w(0)}. In other words, Problem 7.5

is intended for the situation where both the normalized total energy function and

multispectral energy percentage vector function are known exactly.
We can show this problem has a solution. Similar to Theorems 7.2 and 7.4, we

have the following result on Problem 7.5.

THEOREM 7.6 Let ( pn,!n,wn)2Qad be a solution of Problem 3.1 for M!¼M2,n and

Mw¼M3,n, with M2,n!1 and M3,n!1 as n!1. Then as n!1,

!n! !ð0Þ in VT, wi,n! w
ð0Þ
i in VT, 1 � i � i0:

Moreover, there exist a subsequence {n0} of {n} and a solution pð3Þ1 2 Q
ð3Þ
ad of

Problem 7.5 such that as n0 !1,

pn0 ! pð3Þ1 in Q0,

uij,n0 ! u
ð3Þ
ij,1 in V, 1 � i � i0, 1 � j � j0,

where uij,n0 ¼ uj( pn0,!n0,wi,n0), u
ð3Þ
ij,1 ¼ u

ð3Þ
ij ð p

ð3Þ
1 Þ.
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8. Numerical examples

In this section, we report some numerical results to illustrate the usefulness of

measurements from multiple temperature distributions in improving the accuracy

of the reconstructed bioluminescent source distribution.

Example 8.1 We consider a two-dimensional domain �¼ (0, 1)
 (0, 1). The region

� is divided into four subregions �m, 1�m� 4, with �1¼ (0, 0.5)
 (0, 0.5),

�2¼ (0.5, 1)
 (0, 0.5), �3¼ (0, 0.5)
 (0.5, 1) and �4¼ (0.5, 1)
 (0.5, 1). In each

subregion �m, 1�m� 4, the values of the optical parameters D and � are constant.

The values of D in the four regions are 0.3268, 0.1916, 0.5464 and 0.2415, and the

values of � are 0.02, 0.14, 0.01 and 0.08, respectively. We choose A¼ 1. The source p

is placed in the region (0.25, 0.375)
 (0.125, 0.375) where the function value is 6.

The permissible region is taken to be �0¼ (0.125, 0.375)
 (0.125, 0.375). We divide

�0 into eight congruent triangles and take the admissible set Q
h�0
p to consist

of piecewise constant functions. The numbering of the eight triangles is shown in

Figure 2.
We use constant temperature distribution Tj in each experiment j, 1� j� 4.

The four temperature distributions used are T1¼ 37�C, T2¼ 39�C, T3¼ 35�C and

T4¼ 33�C. The corresponding exact values of normalized total energy function

at these temperatures are !¼ (1, 1.0509, 0.9414, 0.8771)T and the exact energy

percentage function values in the three spectral bands are

w1 ¼ ð0:2844, 0:2598, 0:3095, 0:3364Þ
T,

w2 ¼ ð0:3264, 0:3307, 0:3204, 0:3130Þ
T,

w3 ¼ ð0:3892, 0:4095, 0:3701, 0:3506Þ
T:

We use linear elements on uniform triangular partitions of the domain �.

The uniform meshes are obtained by dividing the interval [0, 1] into 1/h equal parts in

both x and y directions. We start with an initial mesh with h¼ 1/8 and then

successively halve h to obtain more refined meshes. We take the numerical solutions

of the BVP (3.1) computed using the exact values of p,! and w and on the mesh with

mesh size h¼ 1/512 as the true solution and use it to obtain the measured quantities

(0.375, 0.125)(0.125, 0.125)

(0.125, 0.375) (0.375, 0.375)

1

2

3

4

5

6

7

8

Figure 2. Numbering of the eight triangles for the permissible region.
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fij on �i¼�, 1� i� 3, 1� j� 4. The numerical solutions of the problem (5.1) are then

computed using these values of fij on the meshes with mesh size h¼ 1/8, 1/16, 1/32

using Matlab and its Optimization Toolbox.
We distinguish two cases. First, we assume the normalized total energy functions

! and the energy percentage function w to be known and reconstruct the unknown

source function p from multi-spectral measurements of outgoing photon densities.

Since the only unknown is p, we replace (5.2) by the following functional

Jhð phÞ ¼
1

2

X
i, j

kuhj ð p
hÞ � fijk

2
Q�i
þ
"

2
kphk2Q0

,

where uhj ð p
hÞ is determined by (5.1) with !h

¼! and wh
¼w, and look for ph 2 Q

h�0
p

which minimizes this functional.
Using "¼ 10�5, we computed ph using one (T¼T1) and four temperature

distributions (T¼T1,T2,T3,T4), respectively. The values of the reconstructed source

function are respectively given in Tables 1 and 2. The last row in each table gives

the values of the exact source function p. In these and later tables, an entry 0 for

a numerical result represents the value 0 or a value of size O(10�16).
Note that the total source power, i.e. the L1 norm of the exact source p, is 0.1875.

In Table 3, we list the reconstructed source powers for one and four

Table 1. Simulation results with one temperature distribution.

Element 1 2 3 4 5 6 7 8

ph, h¼ 1/8 0.2107 0 6.9921 4.5387 1.7817 1.1067 5.3777 4.1501
ph, h¼ 1/16 0.5458 0 7.3273 4.7643 1.4998 0.5741 5.4138 4.1343
ph, h¼ 1/32 0.5939 0 6.8690 4.6132 1.5639 0.8177 5.2959 4.4156
p 0 0 6 6 0 0 6 6

Table 2. Simulation results with four temperature distributions.

Element 1 2 3 4 5 6 7 8

ph, h¼ 1/8 0 0 7.4592 4.0390 0.9639 0.6044 6.1966 4.7526
ph, h¼ 1/16 0 0 7.2504 4.3181 1.0064 0.1030 6.2447 5.1395
ph, h¼ 1/32 0 0 6.8316 4.4831 1.2203 0.0437 6.2296 5.2080
p 0 0 6 6 0 0 6 6

Table 3. Reconstructed source powers.

h 1/8 1/16 1/32

One temperatures 0.1887 0.1895 0.1888
Four temperatures 0.1876 0.1880 0.1876
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temperature distributions. Improvements gained through the use of measurements

from four temperature distributions are evident.
Next, we only assume the approximate values of ! and w and reconstruct

the source function p as well as ! and w. We again perform the simulations using the

one and four temperature distributions. The corresponding values of !(0) and w(0)

used are

!ð0Þ ¼ ð1:1, 1:2, 0:85, 0:80ÞT,

w
ð0Þ
1 ¼ ð0:22, 0:3, 0:35, 0:4Þ

T,

w
ð0Þ
2 ¼ ð0:46, 0:4, 0:25, 0:38Þ

T,

w
ð0Þ
3 ¼ ð0:32, 0:3, 0:4, 0:22Þ

T:

We choose "¼ 10�4, M!¼ 10�2 and Mw¼ 10�2.
In the first simulation we used only T¼T1, and in the second simulation we used

all the four distributions in the reconstruction of the solution. Since we are using

constant temperature distributions, the terms k!h � !ð0Þk2VT
and

P
i kw

h
i � w

ð0Þ
i k

2
VT

in functional (5.2) are replaced by
P

i j!
h
i � !

ð0Þ
i j

2 and
P

i, j jw
h
ij � w

ð0Þ
ij j

2, respectively,

for computing the numerical solutions. We used the iterative scheme described

in Section 6 to compute the solution performing only one iteration in all cases.

Also we replace the terms k�!k
2
VT

and
P

i k�wi
k2VT

in functional (6.3) by the

corresponding sums to take account of the discrete temperature distributions used.

Tables 4 and 5 give the computed values of ph using one and four temperatures

distributions, respectively.
Recall that the total source power of the exact source p is 0.1875. In Table 6,

we list the reconstructed source powers for one and four temperature distributions.

Again, we observe improvement due to the use of measurements for the four

temperature distributions. g

Table 5. Simulation results with four temperature distributions.

Element 1 2 3 4 5 6 7 8

ph, h¼ 1/8 1.3349 0.2514 5.3724 3.9005 2.0002 1.4610 4.6298 3.8130
ph, h¼ 1/16 1.0537 0 5.7299 4.0914 1.7936 1.0421 5.0370 4.0996
ph, h¼ 1/32 0.7388 0 5.8434 4.1310 1.6299 0.7995 5.3400 4.3535
p 0 0 6 6 0 0 6 6

Table 4. Simulation results with one temperature distribution.

Element 1 2 3 4 5 6 7 8

ph, h¼ 1/8 1.9775 1.4441 3.8885 3.1770 2.2500 1.9762 3.4490 3.0554
ph, h¼ 1/16 1.8622 1.1119 4.3459 3.4051 2.0469 1.5867 3.7594 3.2026
ph, h¼ 1/32 1.6394 0.7047 4.5747 3.5151 1.9471 1.4257 4.0405 3.4385
p 0 0 6 6 0 0 6 6
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Example 8.2 In this example, we compare the TBT algorithm with the ordinary
BLT algorithm using an anatomically realistic digital mouse chest phantom built
from an segmented MRI mouse image volume. We obtain a finite-element model,
as shown in Figure 3(a), of the digital mouse chest phantom. This phantom consists
of lungs, a heart, a liver and muscle. Appropriate absorption �a and reduced
scattering �0s coefficients are assigned to these anatomical structures as shown
in Table 7. The finite element model of the digital mouse phantom contains 14,757
nodes and 80,670 tetrahedral elements.

In the simulation, we randomly put a source in a tetrahedral element in
a spherical region of r¼ 3mm, which contains 1111 tetrahedral elements, and centre

Figure 3. Finite element mouse chest model and associated bioluminescent measurement.
(a) A geometrical model of the mouse chest consisting of muscle, a heart, lungs, and a liver,
and (b) measured bioluminescent data mapped onto the surface of the finite element mouse
chest model.

Table 6. Reconstructed source powers.

h 1/8 1/16 1/32

One temperatures 0.1658 0.1666 0.1663
Four temperatures 0.1778 0.1785 0.1784

Table 7. Optical parameters for the mouse organ regions.

Material Muscle Lung Heart Liver

�a (mm�1) 0.23 0.35 0.11 0.45
�0s (mm�1) 1.00 2.30 1.10 2.00
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at (2, 2, 10)mm. In this region, there are 539, 284 and 288 elements belonging to

muscle, lung and heart, respectively. We then set the permissible region as a spherical

region of r¼ 6mm, which contains 8792 tetrahedral elements, and centre at (2, 2, 10)

mm. To reduce the computational cost, we will only use one spectral. The power of

the source will be adjusted to create a moderate surface signal strength

(maximum¼ 50). Figure 3(b) shows a typical surface bioluminescence signal

distribution. Then Poisson noise and 20 dB white Gaussian noise will be added to

the signal and rounded to the nearest integer. We then apply the TBT algorithm to

the one-temperature and three-temperature data sets; the simulation result is shown

in Table 8. In this simulation, we do 1000 random runs and the results shown in the

table are the average over 1000 random runs. The results show that temperature

data can reduce the reconstruction error. Here, the location error is defined to be

the distance between the centre of the true source location and the centre of

reconstructed source location, the latter being defined as the averaged centre among

the centres of all the elements in the permissible region weighted by the constant

values of the reconstructed light source function on the elements. The power error is

the relative error of the reconstructed source power with respect to the true source

power. g
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