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Abstract
Molecular imaging is widely recognized as the main stream in the next
generation of biomedical imaging. Bioluminescence tomography (BLT) is
a rapidly developing new area of molecular imaging. The goal of BLT is
to provide quantitative three-dimensional reconstruction of a bioluminescent
source distribution within a small animal from optical signals on the surface
of the animal body. In this paper, a mathematical framework is established
for BLT. Solution existence and uniqueness are established. Continuous
dependence of the solution is demonstrated with respect to data. Stable BLT
schemes are studied, leading to error estimates and convergence of the methods.
A numerical example is presented to illustrate the algorithmic performance.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

In the post-genomic era, great efforts are being made to link genes to phenotypic expressions
for development of molecular medicine. An important component of this perspective is small
animal imaging that allows in vivo studies at anatomical, functional, cellular and molecular
levels. In molecular/cellular imaging, small animal organs and tissues are often labelled with
reporter probes that generate detectable signals [13, 23]. This approach is already widely used
to investigate tumorigenesis, cancer metastasis, cardiac diseases, cystic fibrosis, gene therapies
and so on. Despite the availability of traditional imaging modalities including computed
tomography (CT), positron emission tomography (PET) and magnetic resonance imaging
(MRI) [15], optical imaging methods such as florescence molecular tomography (FMT) [16]
and bioluminescent imaging (BLI) [17] are becoming increasingly important, because these
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techniques directly reveal molecular and cellular activities sensitively, specifically and cost
effectively [7].

Our Iowa team conceptualized and developed the first bioluminescence tomography
(BLT) prototype which compensates for heterogeneous scattering properties of a mouse
and performs quantitative 3D reconstruction of internal sources from bioluminescent views
measured on the external surface of the mouse [6, 21, 22]. BLT has now become a rapidly
developing area for molecular imaging. The introduction of BLT relative to planar biolumi-
nescent imaging (BLI) can be in a substantial sense compared to the development of x-ray
CT based on radiography. Without BLT, bioluminescent imaging is primarily qualitative.
With BLT, quantitative and localized analyses on a bioluminescent source distribution
become feasible inside a living mouse. In the March 2005 issue of the Molecular Imaging
Outlook (http://www.diagnosticimaging.com/molecularimagingoutlook/2005mar/02.jhtml),
Contag mentioned that BLI arose out of the frustration with sampling limitations of the
standard assay techniques. Also, since the genes are duplicated with the cell division, BLI is
more sensitive than other techniques such as nuclear imaging in which the radioactive signal
will be reduced with the cell division. Piwnica-Worms underlined in the same magazine that
BLI could be applied to study almost all diseases in every small animal model.

The pre-requisites for this imaging project are bioluminescent probes, substrate
administration and subsequent signal collection. Naturally occurring luciferases exhibit
emission maxima between 480 nm and 635 nm. In principle, we may use luciferases
with different spectral properties to sense various biological events. Recent developments
in luciferase technology have confirmed spectrally shifted signals from luciferases in various
species and/or by mutagenesis. Among the current methods, combining firefly (Photinus
pyralis) (λmax = 562 nm) and click beetle (Pyrophorus plagiopthalamus) luciferase (λmax =
615 nm) is an attractive option because they utilize the same non-toxic substrate. There
are also areas for further development of bioluminescence reporters that could expand the
utility of bioluminescent imaging. These include isolation of novel luciferases, mutation
of known luciferases, luminescence–resonance energy transfer to red-emitting fluorescent
proteins and development of luciferase substrate analogues with different emission properties.
Coincidentally, the latest development in the cooled-CCD camera technology has reached the
point that allows us to detect very weak optical signals such as bioluminescent signals on the
body surface of a mouse.

Let � be a domain in R
3 with a Lipschitz boundary �, q a bioluminescent source function

in � and u(x, θ, t) the radiance in θ ∈ S2 (S2: the unit sphere) at x ∈ �. The radiative
transfer equation (RTE) [15] can be used to describe the bioluminescent photon transport in
the medium as follows:

1

c

∂u

∂t
+ θ · ∇xu + µu = µs

∫
S2

η(θ · θ′)u(x, θ′, t) dθ ′ + q,

where c denotes the photon speed, µ = µa + µs with µa and µs being the absorption
and scattering coefficients, and the scattering kernel η satisfies

∫
S2 η(θ · θ′) dθ ′ = 1.

Mathematically, BLT is the source inversion problem that is to recover q from optical
measurement on the domain boundary �, utilizing detailed knowledge on the optical properties
of �. Note that obtaining the individualized spatially variant optical properties is critical for
BLT to work effectively.

Because the RTE is difficult to handle and because in the range of around 600 nm photon
scattering outperforms absorption in a mouse, usually a diffusion approximation of the RTE
is employed [15]. The steady-state form of the diffusion approximation is the following
boundary value problem (BVP):

−div(D∇u0) + µau0 = q0 in �, (1.1)
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u0 + 2D
∂u0

∂ν
= g− on �, (1.2)

where u0(x) = ∫
S2 u(x, θ) dθ, g− is the incoming flux on �,D = 1/[3(µa + µ′

s)], µ
′
s =

(1 − η)µs, η = ∫
S2 θ · θ′η(θ · θ′) dθ ′, q0(x) = ∫

S2 q(x, θ) dθ/(4π) and ∂/∂ν denotes the
outward normal derivative on �. The measurement is

g = −D
∂u

∂ν
on �. (1.3)

In this paper, we study the BLT problem of finding a source function q0 given g− and g such that
(1.1), (1.2) and (1.3) are satisfied. We call this the pointwise formulation [22]. Inverse source
problems in such a pointwise formulation are the subject of numerous references. A recent
reference is [8], where the objective is to identify the source function as a linear combination of
monopolar and dipolar sources. Note that the BLT problem is fundamentally different from the
so-called diffuse optical tomography (DOT) problem. Using the diffusion approximation, the
DOT problem is to find optical properties (absorption and reduced scattering coefficients) of
an object from diffuse signals generated by a controllable optical stimulation and measured on
the external surface of the object. In other words, in the BLT problem the source is unknown,
while in the DOT problem the optical properties are to be determined. Theoretical studies on
the solution non-uniqueness of the DOT problem were reported in [1, 2, 11, 19].

This paper provides a mathematical and numerical analysis of the BLT problem. In
section 2, we point out the ill-posedness of the pointwise formulation: (1) in general, there are
infinite many solutions; (2) when the form of the source function is specified, generally there are
no solutions. Moreover, it is easy to see that the source function does not depend continuously
on the data. In section 3, we establish a comprehensive mathematical framework for the BLT
problem through Tikhonov regularization; we demonstrate the solution existence, uniqueness
and continuous dependence on the data. In section 4, we introduce stable numerical methods
for the BLT reconstruction, derive error estimates and show convergence of the numerical
solutions. In section 5, we include a numerical example to show the performance of the
numerical methods.

2. Ill-posedness of the pointwise formulation

To avoid complicated subscripts, we simplify the notation by expressing the BLT problem as
the determination of a source function p in the differential equation

−div(D∇u) + µu = p in � (2.1)

from two boundary conditions:

u + 2D
∂u

∂ν
= g− on �, (2.2)

D
∂u

∂ν
= −g on �. (2.3)

Here D = [3(µ + µ′)]−1, µ and µ′ are given absorption and scattering coefficients, the influx
g− is a given function and is zero in a typical BLT problem, whereas g is the measurement.

From (2.2) and (2.3) we obtain a third possible boundary condition

u = g− + 2g on �. (2.4)

Only two of the three boundary conditions (2.2)–(2.4) are independent. To determine the
source function p, we may associate one of the three boundary conditions (2.2), (2.3) or (2.4)
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with the differential equation (2.1) to form a boundary value problem, and choose one of
the remaining boundary conditions to form the inverse problem for p. Thus, there are six
possibilities leading to the inverse problem. To be definite, we choose (2.3) as the boundary
condition for the boundary value problem, and use (2.4) for the recovery of the source function
p. In other words, we study the following problem. Discussions of the other five possible
inverse problems are similar.

Problem 2.1. Given D > 0, µ � 0, g1 and g2, suitably smooth, find a source function p such
that the solution of the boundary value problem

−div(D∇u) + µu = p in �, (2.5)

D
∂u

∂ν
= g2 on � (2.6)

satisfies

u = g1 on �. (2.7)

Let us point out that problem (2.1) is ill-posed due to its pointwise formulation. To
illustrate this, we first show that solution uniqueness does not hold. We recall a trace theorem
in the theory of Sobolev spaces [12] (the symbol γ stands for the trace operator).

Theorem 2.2. Let � ⊂ R
d be an open bounded set with a C1,1 boundary �. Then the

operator: v �→ Rv = {γ v, γ ∂v/∂ν}, defined for v ∈ C1,1(�), has a unique continuous
extension as an operator from H 2(�) onto H 3/2(�) × H 1/2(�). This operator has a right
continuous inverse.

We also have the next result.

Proposition 2.3. Let � ⊂ R
d be an open bounded set with a C1,1 boundary � and u ∈ H 2(�).

Then there are infinitely many functions v ∈ H 2(�) such that

γ v = γ u, γ
∂v

∂ν
= γ

∂u

∂ν
. (2.8)

Proof. Let �1 be a proper subset of �, and let �2 �= ∅ be a proper subset of �1. Let
φ ∈ C∞(�) be a cut-off function such that φ(x) = 1 for x ∈ �\�1, φ(x) = 0 for x ∈ �2.
Then v = uφ ∈ H 2(�) and satisfies the two equalities in (2.8). Since there are infinitely
many choices for φ, the statement of the proposition is valid. �

As a consequence of theorem 2.2 and proposition 2.3, the following result holds.

Corollary 2.4. Let g1 ∈ H 3/2(�), g2 ∈ H 1/2(�). Then problem (2.1) has infinitely many
solutions.

Proof. By theorem 2.2, a solution of problem (2.1) exists. By proposition 2.3, there are
infinitely many solutions. �

Since there is no solution uniqueness, it is then natural to seek a solution p of a particular
form as in [22]. However, this generally leads to non-solvability of the inverse problem. For
instance, let p0 be a particular function (e.g. p0 = χB the characteristic function of a targeted
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subset B of �) and we seek a source function solution of the BLT problem in the form p = λp0

with λ, a scalar parameter. Let u0 be the solution of the boundary value problem:

−div(D∇u0) + µu0 = p0 in �, u0 + 2D
∂u0

∂ν
= 0 on �,

where we used the boundary condition of the form (2.2) with zero influx. Then the solution
of the boundary value problem

−div(D∇u) + µu = λp0 in �, u + 2D
∂u

∂ν
= 0 on �

is u = λu0. For this u to satisfy the measurement equation (2.3), we need λu0 = 2g on �.
Consequently, a source function solution exists if and only if g(x)/u0(x) is a constant for
x ∈ �. Since g and u0 are obtained from different sources, we do not expect g(x)/u0(x) to be
a constant. In other words, by restricting the form of the source function p, the BLT problem
generally fails to have a solution.

Even when the solution existence and uniqueness issues could be settled, the pointwise
formulation is not appropriate for practical purpose, since the source function solution does
not continuously depend on the measurement.

It is then natural to study the BLT problem from a different perspective.

3. The inverse problem through regularization

For the given data, we assume � ⊂ R
d (d � 3) is a non-empty, open, bounded

set with a Lipschitz boundary �,D ∈ L∞(�),D � D0 a.e. in � for some constant
D0 > 0, µ ∈ L∞(�), µ � 0 a.e. in �, and µ is positive over a subset of � with positive
measure. Also assume g1 ∈ L2(�), g2 ∈ L2(�). For the formulation to be broad enough,
so as to cover the practically important situation of compactly supported source functions for
example, we consider, instead of (2.5), the following differential equation:

−div(D∇u) + µu = pχ�0 in �.

Here �0 is a measurable subset of � (�0 = � is allowed), χ�0 is the characteristic function
of �0, i.e., its value is 1 in �0, and is 0 in �\�0. Thus, the light source exists only in �0,
known as the permissible region. Note that the subset �0 itself can be the union of a collection
of disjoint subsets of �. Suppose we seek the source function p in a closed convex subset
Qad of the space L2(�0). Examples include Qad = L2(�0), or the subset of L2(�0) of non-
negatively valued functions, or a finite-dimensional subspace or subset of linear combinations
of specified functions such as the characteristic functions of certain subsets of �. For any
q ∈ L2(�0), denote u = u(q) ∈ H 1(�) the solution of the problem∫

�

(D∇u · ∇v + µuv) dx =
∫

�0

qv dx +
∫

�

g2v ds ∀ v ∈ H 1(�). (3.1)

By the well-known Lax–Milgram lemma (e.g. [3, 10]), due to the assumptions made on the
data, the solution u(q) exists and is unique.

Following the idea of Tikhonov regularization (e.g. [9, 20]), we let

Jε(q) = ‖u(q) − g1‖2
L2(�) + ε‖q‖2

L2(�0)
, ε � 0, (3.2)

and introduce the following BLT problem.

Problem 3.1. Find pε ∈ Qad such that

Jε(pε) = inf
q∈Qad

Jε(q). (3.3)
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We comment that mathematically, it is more natural to use ‖u(q) − g1‖2
H 1/2(�)

to replace

‖u(q) − g1‖2
L2(�)

in definition (3.2). However, for actual simulation, it is more convenient to

use the ‖·‖L2(�) norm in the objective function. Inclusion of the term ε‖q‖2
L2(�0)

in (3.2) is

to stabilize the solution through maintaining the size in L2(�0). This term can be replaced
by other stabilizing terms appropriate for concrete applications. When g1 is known only on a
portion �0 of �, we need to replace ‖u(q) − g1‖2

L2(�)
by ‖u(q) − g1‖2

L2(�0)
in (3.2).

In the study of problem (3.1), we will use a few properties of the boundary value
problem (3.1) and the objective functional Jε(·). For p, q ∈ L2(�0), it is easy to see
that u(p + q) − u(p) is linear in q, and

J ′
ε(p)q = 2(u(p) − g1, u(p + q) − u(p))L2(�) + 2ε(p, q)L2(�0),

J ′′
ε (p)q2 = 2‖u(p + q) − u(p)‖2

L2(�) + 2ε‖q‖2
L2(�0)

.

Hence, for ε > 0, Jε is strictly convex. Also,

u(p1 + q) − u(p2) = u(p1) − u(p2 − q) ∀p1, p2, q ∈ L2(�0).

We now address the existence and uniqueness issue.

Theorem 3.2. For any ε > 0, problem (3.1) has a unique solution pε ∈ Qad . Moreover, the
solution pε ∈ Qad is characterized by a variational inequality

(u(pε) − g1, u(q) − u(pε))L2(�) + ε(pε, q − pε)L2(�0) � 0 ∀ q ∈ Qad. (3.4)

When Qad ⊂ L2(�0) is a subspace, the inequality is reduced to a variation equation

(u(pε) − g1, u(q) − u(0))L2(�) + ε(pε, q)L2(�0) = 0 ∀ q ∈ Qad. (3.5)

Proof. Note that L2(�0) is a Hilbert space, Qad ⊂ L2(�0) is convex and closed,
Jε : Qad → R is strictly convex, continuous and coercive, i.e., Jε(q) → ∞ as ‖q‖L2(�0) → ∞.
By a standard result on convex minimization (see, e.g. [3, theorem 3.3.12]), there is a unique
solution pε ∈ Qad to problem (3.1), and the solution is characterized by the relation (see
[3, theorem 5.3.19])

J ′
ε(pε)(q − pε) � 0 ∀ q ∈ Qad,

i.e., relation (3.4).
Now assume Qad ⊂ L2(�0) is a subspace. Take q = 0 and 2pε in (3.4) to conclude that

(u(pε) − g1, u(0) − u(pε))L2(�) + ε(pε,−pε)L2(�0) = 0.

So (3.4) is equivalent to

(u(pε) − g1, u(q) − u(0))L2(�) + ε(pε, q)L2(�0) � 0 ∀ q ∈ Qad. (3.6)

Replace q by −q to get

(u(pε) − g1, u(q) − u(0))L2(�) + ε(pε, q)L2(�0) � 0 ∀ q ∈ Qad. (3.7)

Obviously, inequalities (3.6) and (3.7) are equivalent to equality (3.5). �

We then consider the continuous dependence of the solution on the data.

Theorem 3.3. The solution pε of problem (3.1) depends continuously on g1 ∈ L2(�) and
ε > 0.

Proof. Let ε > 0 and g1 ∈ L2(�) be fixed, and let δ > 0 with |δ| � ε/2 and h1 ∈ L2(�).
Denote by pε+δ the solution of problem (3.1) with ε and g1 replaced by ε + δ and g1 + h1,
respectively. Then from (3.4), we have

(u(pε+δ)−(g1 + h1), u(q)−u(pε+δ))L2(�) + (ε + δ)(pε+δ, q−pε+δ)L2(�0) � 0 ∀ q ∈ Qad.
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Choose q = pε in this inequality, choose q = pε+δ in (3.4) and add the two resulting
inequalities to obtain

‖u(pε+δ) − u(pε)‖2
L2(�) + (ε + δ)‖pε+δ − pε‖2

L2(�0)

� (h1, u(pε+δ) − u(pε))L2(�) − δ(pε, pε+δ − pε)L2(�0). (3.8)

Since |δ| � ε/2, we have

(ε + δ)‖pε+δ − pε‖2
L2(�0)

� ε

2
‖pε+δ − pε‖2

L2(�0)
,

(h1, u(pε+δ) − u(pε))L2(�) � 1

2
‖h1‖2

L2(�) +
1

2
‖u(pε+δ) − u(pε)‖2

L2(�),

−δ(pε, pε+δ − pε)L2(�0) � |δ|
2

‖pε‖2
L2(�0)

+
ε

4
‖pε+δ − pε‖2

L2(�0)
.

Using these relations in (3.8),

‖u(pε+δ) − u(pε)‖2
L2(�) +

ε

2
‖pε+δ − pε‖2

L2(�0)
� ‖h1‖2

L2(�) + |δ|‖pε‖2
L2(�0)

.

From this inequality, we conclude the continuous dependence of the solution on the data. �

Actually, it can be shown that both pε and u(pε) also depend continuously on the
coefficient functions D and µ.

We now explore the solution behaviour when ε → ∞ or ε → 0+.

Proposition 3.4. If 0 ∈ Qad , then ‖pε‖L2(�0) → 0 as ε → ∞.

This result follows from the inequality

ε‖pε‖2
L2(�0)

� Jε(pε) � Jε(0) = ‖u(0) − g1‖2
L2(�).

In the case ε = 0, a solution p ∈ Qad of problem (3.1) is characterized by the inequality

(u(p) − g1, u(q) − u(p))L2(�) � 0 ∀q ∈ Qad. (3.9)

Its proof is similar to that of (3.4). Denote by S0 ⊂ Qad the solution set of problem (3.1). As
in [14], the following result holds.

Proposition 3.5. Assume S0 is non-empty. Then S0 is closed and convex. Moreover,

pε → p0 in L2(�0), as ε → 0, (3.10)

where p0 ∈ S0 is the solution of problem (3.1) for ε = 0 with minimal L2(�0) norm:

‖p0‖L2(�0) = inf
q∈S0

‖q‖L2(�0). (3.11)

Proof. It is straightforward to show that S0 is closed and convex. Here we only prove (3.10).
The element p0 of (3.11) exists and is unique (e.g. [3]). We take q = p0 in (3.4), q = pε

in (3.9) for p = p0 and adding these two inequalities,

ε(pε, p0 − pε)L2(�0) � ‖u(pε) − u(p0)‖2
L2(�).

Thus, (pε, p0 − pε)L2(�0) � 0, ‖pε‖L2(�0) � ‖p0‖L2(�0) and {pε} is uniformly bounded. Let
{pε′ } be a subsequence of {pε}, converging weakly to p. Since S0 is weakly closed, p ∈ S0.
Moreover,

‖p‖L2(�0) � lim inf
ε′→0

‖pε′ ‖L2(�0) � ‖p0‖L2(�0).
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Since p0 is the unique element in S0 with minimal L2(�0) norm, p = p0. Thus the limit
p = p0 does not depend on the subsequence selected; consequently, the entire family pε

converges weakly to p0 in L2(�0) as ε → 0. Strong convergence is shown as follows:

‖pε − p0‖2
L2(�0)

= ‖pε‖2
L2(�0)

− 2(pε, p0)L2(�0) + ‖p0‖2
L2(�0)

� 2‖p0‖2
L2(�0)

− 2(pε, p0)L2(�0) → 0

as ε → 0. �

Corollary 3.6. Suppose the solution set S0 = {p} is a singleton. Then

pε → p in L2(�), as ε → 0.

Note that p0 ∈ S0 is characterized as the unique solution of the variational inequality

(p0, q − p0)L2(�0) � 0 ∀ q ∈ S0.

We comment that if Qad is a bounded set, then S0 is non-empty. This follows from
applying a standard result on convex minimization, e.g. [3, theorem 3.3.12]. Without further
information on Qad , we cannot ascertain uniqueness of a solution when ε = 0.

The solution set S0 �= ∅ also when �0 = � ∈ C1,1, g1 ∈ H 1/2(�) and Qad = L2(�), for
in this case, we can choose q ∈ L2(�) such that the corresponding solution of the boundary
value problem (3.1) takes on g1 on the boundary and thus Jε(q)|ε=0 = 0 is minimally possible.

4. Numerical approximations

We now turn to a discussion of numerical solutions of problem (3.1). Let {T h} (h: mesh size) be
a regular family of finite-element partitions of � such that each element at the boundary � has
at most one non-straight face (for a three-dimensional domain) or side (for a two-dimensional
domain). For each triangulation Th = {K}, let V h ⊂ H 1(�) be the linear element space. For
any q ∈ L2(�0), denote uh = uh(q) ∈ V h the solution of the problem∫

�

(D∇uh · ∇vh + µuhvh) dx =
∫

�0

qvh dx +
∫

�

g2v
h ds ∀ vh ∈ V h. (4.1)

By the Lax–Milgram lemma, the solution uh(q) exists and is unique. Let

J h
ε (q) = ‖uh(q) − g1‖2

L2(�) + ε‖q‖2
L2(�0)

, ε � 0. (4.2)

The admissible source function space Qad may or may not need to be discretized. In general,
let Qad,1 ⊂ Qad be non-empty, closed and convex. Later in the section, we will consider two
possible choices of Qad,1. We then introduce the following discretization of problem (3.1).

Problem 4.1. Find ph
ε ∈ Qad,1 such that

J h
ε

(
ph

ε

) = inf
q∈Qad,1

J h
ε (q). (4.3)

A discrete analogue of theorem 3.2 and proposition 3.5 is the following result.

Proposition 4.2. For ε > 0, there is a unique solution ph
ε ∈ Qad,1 which is characterized by

the discrete variational inequality(
uh

(
ph

ε

) − g1, u
h(q) − uh

(
ph

ε

))
L2(�)

+ ε
(
ph

ε , q − ph
ε

)
L2(�0)

� 0 ∀ q ∈ Qad,1. (4.4)

The solution ph
ε depends continuously on the data. When Qad,1 is a subspace of L2(�0), (4.4)

reduces to a variational equation:(
uh

(
ph

ε

) − g1, u
h(q) − uh(0)

)
L2(�)

+ ε
(
ph

ε , q
)
L2(�0)

= 0 ∀ q ∈ Qad,1. (4.5)
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Suppose problem (4.1) for ε = 0 has a solution, and denote by Sh
0 the solution set. Then

Sh
0 ⊂ Qad,1 is closed and convex, and ph

ε → ph
0 in L2(�0) as ε → 0, where ph

0 ∈ Sh
0 satisfies∥∥ph

0

∥∥
L2(�0)

= inf
q∈Sh

0

‖q‖L2(�0).

Similar to problem (3.1), we comment that if Qad,1 is a bounded set, then Sh
0 is non-empty.

In concrete situations, it is possible to show the non-emptiness of the solution set Sh
0 directly.

We now turn to error estimation and convergence analysis of the numerical solutions. For
this purpose, we additionally assume

� ∈ C1,1, D ∈ C1(�), g2 ∈ H 1/2(�). (4.6)

Then we have the solution regularity bound

‖u(q)‖H 2(�) � c
(‖q‖L2(�0) + ‖g2‖H 1/2(�)

)
. (4.7)

Such a regularity bound is found in many textbooks on modern PDEs. For example, a proof
of this regularity bound is given in [10] under the boundary regularity assumption � ∈ C2;
a careful examination of the proof there reveals that it is sufficient to assume � ∈ C1,1. We
emphasize that assumptions (4.6) on the data are made to ensure the solution regularity (4.7),
which in turn is used in error estimation. Without the solution regularity property, we can still
derive error estimates for the numerical solutions, although the error bounds will be of lower
orders.

We will make use of the following finite-element interpolation error estimate:

‖u − �V hu‖L2(�) + h‖u − �V hu‖H 1(�) � ch2‖u‖H 2(�) ∀ u ∈ H 2(�), (4.8)

where �V hu ∈ V h is the piecewise linear interpolant of u. This error estimate is usually proved
when � is a polyhedral/polygonal domain so that each element K in a finite-element partition
Th has straight faces/sides on its boundary (e.g. [4, 5]). For applications in bioluminescence
tomography, � is a smooth domain, and is not polyhedral. In such an application, the error
estimate (4.8) still holds. This is argued as follows.

First, recall an extension theorem for functions in Sobolev spaces (e.g. [18, theorem 5,
p 181]). The function u ∈ H 2(�) can be extended to ũ ∈ H 2(Rd) such that for a constant c
independent of � and u,

‖ũ‖H 2(Rd ) � c‖u‖H 2(�). (4.9)

Next, for definiteness, consider the case of a two-dimensional domain. Note that the
estimate (4.8) is proved by showing its localized version on each element K. Consider an
element K with a curved side. Denote the two straight sides by AB and AC, and the curved

side by
�

BC. We extend K to an element K̃ with straight sides AB ′, AC ′ and B ′C ′ in such a

way that B ∈ AB ′, C ∈ AC ′, B ′C ′ ‖ BC and B ′C ′∩
�

BC �= ∅. Then the smallest angle of
K̃ is bounded below away from 0, and the diameter of K̃ is O(h). We also view the linear
interpolant �V hu as defined on K̃ . The ordinary scaling argument shows that

‖ũ − �V hu‖L2(K̃) + h‖ũ − �V hu‖H 1(K̃) � c‖ũ‖H 2(K̃).

Then we have the error estimate (4.8) with u replaced by ũ. Since ũ = u in �, applying (4.9)
we conclude that (4.8) holds.

We start with a preparatory result.

Lemma 4.3. There is a constant c > 0 independent of h and ε such that for any q ∈ L2(�0),

‖u(q) − uh(q)‖L2(�) � ch3/2
(‖q‖L2(�0) + ‖g2‖H 1/2(�)

)
, (4.10)
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and for any q1, q2 ∈ L2(�0),

‖[u(q1) − u(q2)] − [uh(q1) − uh(q2)]‖L2(�) � ch3/2‖q1 − q2‖L2(�0). (4.11)

Proof. By the Cea’s inequality (e.g. [3–5] and (4.8)),

‖u(q) − uh(q)‖H 1(�) � c inf
vh∈V h

‖u(q) − vh‖H 1(�) � ch‖u(q)‖H 2(�).

Using the solution regularity bound (4.7), we obtain

‖u(q) − uh(q)‖H 1(�) � ch(‖q‖L2(�0) + ‖g2‖H 1/2(�)). (4.12)

By applying the Nitsche technique (e.g. [3–5]), we further have

‖u(q) − uh(q)‖L2(�) � ch2(‖q‖L2(�0) + ‖g2‖H 1/2(�)

)
. (4.13)

Applying the inequality (deduced from [12, theorem 1.5.1.10])

‖v‖L2(�) � c‖v‖1/2
H 1(�)

‖v‖1/2
L2(�)

∀ v ∈ H 1(�),

we obtain (4.10) from (4.12) and (4.13).
Note that u(q1)−u(q2) ∈ H 1(�) is the solution of (3.1) with q = q1 −q2 and g2 = 0, and

uh(q1) − uh(q2) ∈ V h is the corresponding finite-element solution. Then we deduce (4.11)
from (4.10). �

To proceed further, we distinguish two cases for Qad,1. In the first case, we take
Qad,1 = Qad . This is the natural choice when Qad is a finite-dimensional subspace or
subset of linear combinations of specified functions such as the characteristic functions of
certain subsets of �. We have the following error bound.

Theorem 4.4. With the choice Qad,1 = Qad , there is a constant c > 0 independent of ε and h
such that∥∥u(pε) − uh

(
ph

ε

)∥∥
L2(�)

+ ε1/2
∥∥pε − ph

ε

∥∥
L2(�0)

� ch3/4‖u(pε) − g1‖1/2
L2(�)

‖pε − ph
ε ‖1/2

L2(�0)

+ ch3/2
(‖pε‖L2(�0) + ‖g2‖H 1/2(�)

)
. (4.14)

Proof. We choose q = pε in (4.4),

−(
uh

(
ph

ε

)
, uh(pε) − uh

(
ph

ε

))
L2(�)

− ε
(
ph

ε , pε − ph
ε

)
L2(�0)

� −(
g1, u

h(pε) − uh
(
ph

ε

))
L2(�)

.

Then,∥∥u(pε) − uh
(
ph

ε

)∥∥2
L2(�)

+ ε
∥∥pε − ph

ε

∥∥2
L2(�0)

= (
u(pε) − uh

(
ph

ε

)
, u(pε) − uh(pε)

)
L2(�)

+
(
u(pε) − uh

(
ph

ε

)
, uh(pε) − uh

(
ph

ε

))
L2(�)

+ ε
(
pε − ph

ε , pε − ph
ε

)
L2(�0)

�
(
u(pε) − uh

(
ph

ε

)
, u(pε) − uh(pε)

)
L2(�)

+
(
u(pε) − g1, u

h(pε) − uh
(
ph

ε

))
L2(�)

+ ε
(
pε, pε − ph

ε

)
L2(�0)

.

Take q = ph
ε in (3.4),

0 �
(
u(pε) − g1, u

(
ph

ε

) − u(pε)
)
L2(�)

+ ε
(
pε, p

h
ε − pε

)
L2(�0)

,

and add this inequality to the previous one,∥∥u(pε) − uh
(
ph

ε

)∥∥2
L2(�)

+ ε
∥∥pε − ph

ε

∥∥2
L2(�0)

�
(
u(pε) − uh

(
ph

ε

)
, u(pε) − uh(pε)

)
L2(�)

+
(
u(pε) − g1, u

h(pε) − u(pε) + u
(
ph

ε

) − uh
(
ph

ε

))
L2(�)

.
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The first term on the right is bounded by∥∥u(pε) − uh
(
ph

ε

)∥∥
L2(�)

‖u(pε) − uh(pε)‖L2(�)

� 1
2

∥∥u(pε) − uh
(
ph

ε

)∥∥2
L2(�)

+ 1
2‖u(pε) − uh(pε)‖2

L2(�),

whereas the second term is bounded by

‖u(pε) − g1‖L2(�)

∥∥uh(pε) − u(pε) + u
(
ph

ε

) − uh
(
ph

ε

)∥∥
L2(�)

� ch3/2‖u(pε) − g1‖L2(�)

∥∥pε − ph
ε

∥∥
L2(�)

,

where (4.11) was used. Thus,∥∥u(pε) − uh
(
ph

ε

)∥∥2
L2(�)

+ ε
∥∥pε − ph

ε

∥∥2
L2(�0)

� c‖u(pε) − uh(pε)‖2
L2(�) + ch3/2‖u(pε) − g1‖L2(�)

∥∥pε − ph
ε

∥∥
L2(�)

.

We then apply (4.10) to deduce (4.14). �

Further error bounds require more information on the data. In this regard, we present two
sample results as consequences of theorem 4.4.

Corollary 4.5. Assume Qad is a bounded set in L2(�). Then with the choice Qad,1 = Qad ,
there is a constant c > 0 independent of ε and h such that∥∥u(pε) − uh

(
ph

ε

)∥∥
L2(�)

+ ε1/2
∥∥pε − ph

ε

∥∥
L2(�0)

� ch3/4. (4.15)

Proof. Since Qad is a bounded set in L2(�), ‖pε‖L2(�0) and
∥∥ph

ε

∥∥
L2(�0)

are uniformly bounded
with respect to ε and h. By (4.7), ‖u(pε)‖H 2(�), and hence ‖u(pε)‖L2(�) as well, is uniformly
bounded. The error bound (4.15) then follows from (4.14). �

We comment that in applications, usually Qad is a bounded set in L∞(�0). Hence the
assumption Qad being bounded in L2(�0) is not restrictive.

For the next sample result, we introduce the following assumption.

Assumption A. The data are such that for some p1 ∈ Qad, u(p1) = g1 on �.

As noted at the end of section 3, assumption A is valid when �0 = � ∈ C1,1, g1 ∈
H 1/2(�) and Qad = L2(�). It is also valid when g1 is chosen as the trace of some solution of
the boundary value problem (3.1).

Corollary 4.6. Let assumption A hold. Then, with the choice Qad,1 = Qad , there is a constant
c > 0 independent of ε and h such that∥∥u(pε) − uh

(
ph

ε

)∥∥
L2(�)

+ ε1/2
∥∥pε − ph

ε

∥∥
L2(�0)

� ch3/2. (4.16)

Proof. From

‖u(pε) − g1‖2
L2(�) + ε‖pε‖2

L2(�0)
� Jε(p1) = ε‖p1‖2

L2(�0)
,

we see that for all ε > 0,

‖pε‖L2(�0) � ‖p1‖L2(�0), ‖u(pε) − g1‖L2(�) � ε1/2‖p1‖L2(�0). (4.17)

Use (4.17) in (4.14) to obtain∥∥u(pε) − uh
(
ph

ε

)∥∥
L2(�)

+ ε1/2
∥∥pε − ph

ε

∥∥
L2(�0)

� ch3/4ε1/4
∥∥pε − ph

ε

∥∥1/2
L2(�0)

+ ch3/2. (4.18)

The first term on the right-hand side of (4.18) is bounded as follows:

ch3/4ε1/4
∥∥pε − ph

ε

∥∥1/2
L2(�0)

� 1

2
ε1/2

∥∥pε − ph
ε

∥∥
L2(�0)

+
c2

2
h3/2.
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Then from (4.18) we obtain (4.16) (following the convention, c stands for a generic constant,
whose value may vary from one place to another). �

Next, we consider another choice of Qad,1. This choice is natural when Qad is a general
subset of L2(�0) and so its discretization is necessary. In addition to the regular family of
finite-element partitions {Th} of �, let {T0,H } be a regular family of finite-element partitions
of �0 such that each element at the boundary ∂�0 has at most one non-straight face (for a
three-dimensional domain) or side (for a two-dimensional domain). The partitions Th and
T0,H do not need to be related; however, Th is allowed to be constructed on the basis of T0,H .
Let QH ⊂ L2(�0) be the piecewise constant space. Define Qad,1 = QH

ad ≡ QH ∩ Qad . We
denote the solution of problem (4.1) by ph,H

ε .
Denote by �H the orthogonal projection operator from L2(�0) onto QH : for q ∈ L2(�0),

�H q ∈ QH, (�Hq, qH )L2(�0) = (q, qH )L2(�0), ∀ qH ∈ QH. (4.19)

We have the boundedness inequality

‖�H q‖L2(�0) � ‖q‖L2(�0), ∀ q ∈ L2(�0) (4.20)

and the error bound (through an argument similar to the one for (4.8))

‖q − �Hq‖L2(�0) � cH |q|H 1(�0) ∀ q ∈ H 1(�0). (4.21)

It is easy to verify the element-wise formula

�Hq|K = 1

|K|
∫

K

q dx ∀K ∈ T0,H .

Consequently, since Qad ⊂ L2(�0) is convex, �H : Qad → QH
ad , i.e., for q ∈ Qad , its

piecewise constant orthogonal projection �Hq ∈ QH
ad . We need this property in deriving

error estimates below.

Lemma 4.7. There is a constant c > 0 independent of h and H such that ∀ q ∈ L2(�0),

‖uh(q) − uh(�Hq)‖H 1(�) � cH‖q − �Hq‖L2(�0), (4.22)

‖u(q) − uh(�Hq)‖H 1(�) � cH‖q − �Hq‖L2(�0) + ch
(‖q‖L2(�0) + ‖g2‖H 1/2(�)

)
. (4.23)

Proof. Here we only prove (4.22); (4.23) can be proved similarly. Denote eh,H (q) =
uh(q) − uh(�Hq) ∈ V h. Then by definition (4.1), we have∫

�

[D∇eh,H (q) · ∇vh + µeh,H (q)vh] dx =
∫

�0

(q − �Hq)vh dx, ∀ vh ∈ V h. (4.24)

For any v ∈ H 1(�),∫
�0

(q − �Hq)v dx =
∫

�0

(q − �Hq)(v − rH ) dx, ∀ rH ∈ QH.

Then ∫
�0

(q − �Hq)v dx � ‖q − �Hq‖L2(�0) inf
rH ∈QH

‖v − rH‖L2(�0)

� cH‖q − �Hq‖L2(�0)‖v‖H 1(�).

Taking vh = eh,H (q) in (4.24), we obtain

‖eh,H (q)‖H 1(�) � cH‖q − �Hq‖L2(�0),

which is (4.22). �
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Denote

EH (pε) ≡ ‖pε − �Hpε‖L2(�0) = inf
qH ∈QH

ad

‖pε − qH ‖L2(�0). (4.25)

Note that EH (pε) is generally expected to be small. We now prove the following error
estimate.

Theorem 4.8. With the choice Qad,1 = QH
ad as a subset of piecewise constant functions, there

is a constant c > 0 independent of ε, h and H such that∥∥u(pε) − uh
(
ph,H

ε

)∥∥
L2(�)

+ ε1/2
∥∥pε − ph,H

ε

∥∥
L2(�0)

� c‖u(pε) − g1‖1/2
L2(�)

(
H 1/2EH(pε)

1/2 + h3/4
∥∥pε − ph,H

ε

∥∥1/2
L2(�0)

)
+ cHEH (pε) + ch

(‖pε‖L2(�0) + ‖g2‖H 1/2(�)

)
. (4.26)

Proof. From (4.4) with q = �Hpε, we have

0 �
(
uh

(
ph,H

ε

) − g1, u
h(�Hpε) − uh

(
ph,H

ε

))
L2(�)

+ ε
(
ph,H

ε ,�H pε − ph,H
ε

)
L2(�0)

.

Take q = ph,H
ε in (3.4),

0 �
(
u(pε) − g1, u

(
ph,H

ε

) − u(pε)
)
L2(�)

+ ε
(
pε, p

h,H
ε − pε

)
L2(�0)

.

Add these two inequalities to obtain∥∥u(pε) − uh
(
ph,H

ε

)∥∥2
L2(�)

+ ε
∥∥pε − ph,H

ε

∥∥2
L2(�0)

�
(
u(pε) − uh

(
ph,H

ε

)
, u(pε) − uh(�Hpε)

)
L2(�)

+
(
u(pε) − g1, u

h(�Hpε) − u(pε) + u
(
ph,H

ε

) − uh
(
ph,H

ε

))
L2(�)

. (4.27)

In deriving this inequality, we used
(
ph,H

ε ,�H pε − pε

)
L2(�0)

= 0 following (4.19). The first
term on the right-hand side of (4.27) is handled as in the proof of theorem 4.4, followed by an
application of (4.23), whereas the second term is bounded by

‖u(pε) − g1‖L2(�)

(‖uh(pε) − uh(�H pε)‖L2(�)

+
∥∥uh(pε) − u(pε) + u

(
ph,H

ε

) − uh
(
ph,H

ε

)∥∥
L2(�)

)
,

followed by an application of (4.22) and (4.11). The result is (4.26). �

Similar to corollaries 4.5 and 4.6 of theorem 4.4, we have the next two sample results as
consequences of theorem 4.8.

Corollary 4.9. Assume Qad is bounded in L2(�0). With the choice Qad,1 = QH
ad as a subset

of piecewise constant functions, there is a constant c > 0 independent of ε, h and H such that∥∥u(pε) − uh
(
ph,H

ε

)∥∥
L2(�)

+ ε1/2
∥∥pε − ph,H

ε

∥∥
L2(�0)

� c(H 1/2EH (pε)
1/2 + h3/4).

Corollary 4.10. Let assumption A hold. With the choice Qad,1 = QH
ad as a subset of piecewise

constant functions, there is a constant c > 0 independent of ε, h and H such that∥∥u(pε) − uh
(
ph,H

ε

)∥∥
L2(�)

+ ε1/2
∥∥pε − ph,H

ε

∥∥
L2(�0)

� c(h + H 1/2ε1/4EH(pε)
1/2 + HEH (pε)).

Error bounds of both corollaries 4.9 and 4.10 involve the best approximation error term
EH (pε) defined in (4.25). A crude bound for this term is

EH (pε) � ‖pε‖L2(�0) + ‖�Hpε‖L2(�0) � 2‖pε‖L2(�0) � c.

However, usually we can expect this term to be small as the following result shows.
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Proposition 4.11. If S0 �= ∅, then we have the convergence

‖pε − �Hpε‖L2(�0) → 0 as H, ε → 0.

If pε ∈ H 1(�0), then

‖pε − �Hpε‖L2(�0) � cH‖pε‖H 1(�0).

Proof. Since ‖pε − p0‖L2(�0) → 0 as ε → 0 and recalling (4.20), we have

‖pε − �Hpε‖L2(�0) � ‖pε − p0‖L2(�0) + ‖�H(pε − p0)‖L2(�0) + ‖p0 − �Hp0‖L2(�0)

� 2‖pε − p0‖L2(�0) + ‖p0 − �H p0‖L2(�0)

→ 0

as H, ε → 0. The error bound follows from (4.21). �
We underline that the above theoretical results on the numerical solutions with the second

choice of Qad,1 are still valid if QH ⊂ L2(�0) is a general finite-element space containing
piecewise constants. The proofs of the results are the same as long as we define �H to
be the orthogonal projection operator in L2(�0) onto the space of piecewise constants. In
actual implementation of the methods, � and �0 are replaced by their natural polyhedral
approximations defined by the finite-element partitions into polyhedral elements. Error
bounds for the numerical solutions in such a situation can still be derived, extending the
usual arguments as in [5, sections 4.3, 4.4]. Since such a derivation is rather lengthy, we omit
it in this paper.

When the regularization parameter ε is chosen related to the discretization parameters h
and H, we may express the error bounds in terms of the discretization parameters only. For
example, in the context of corollary 4.6, we have∥∥u(pε) − uh

(
ph

ε

)∥∥
L2(�)

� ch3/2,

and if ε = chβ, 0 < β < 3, then∥∥pε − ph
ε

∥∥
L2(�0)

� ch(3−β)/2.

Finally, we comment that when the solution set S0 is non-empty, convergence of the
numerical solution ph

ε to the minimal energy solution p0 ∈ S0 follows from the triangle
inequality ∥∥ph

ε − p0

∥∥
L2(�0)

� ‖pε − p0‖L2(�0) +
∥∥pε − ph

ε

∥∥
L2(�0)

together with (3.10) and the convergence of ph
ε to pε in L2(�0). A similar statement holds

for the convergence of ph,H
ε to p0 ∈ S0.

5. Numerical example

We report here some numerical results to show the performance of the method. In the example
below, we use (2.1) and (2.2) to form the boundary value problem, and reconstruct the source
function using the Dirichlet boundary condition (2.4). Since the Robin boundary condition
(2.2) is used for defining the boundary value problem, we need to replace (3.1) by∫

�

(D∇u · ∇v + µuv) dx +
1

2

∫
�

uv ds =
∫

�0

qv dx +
1

2

∫
�

g−v ds ∀v ∈ H 1(�),
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Figure 1. The heterogeneous phantom.

and replace (4.1) by∫
�

(D∇uh · ∇vh + µuhvh) dx +
1

2

∫
�

uhvh ds =
∫

�0

qvh dx +
1

2

∫
�

g−vh ds ∀vh ∈ V h.

All the theoretical results presented in sections 3 and 4 are valid. In the numerical experiment,
we let g− = 0.

We do a simulation on a heterogeneous highly scattering phantom. The problem domain
is a cylindrical phantom with radius 10 mm and height 26 mm. We set up the coordinate
system so that the domain is expressed as

� = {
x = (x1, x2, x3)

T ∈ R
3

∣∣ x2
1 + x2

2 � 100, 0 � x3 � 26
}
.

The phantom consists of three kinds of materials, represented by region M (muscle), L (lung)
and H (heart), respectively:

M = {
x ∈ �

∣∣ 6 �
√

x2
1 + x2

2 � 10
}
,

L = {
x ∈ �

∣∣ 3 �
√

x2
1 + x2

2 � 6
}
,

H = {
x ∈ �

∣∣ √
x2

1 + x2
2 � 3

}
.

The optical parameters are assigned to each of the three components as follows:

µ =



0.020 in H,

0.040 in L,

0.015 in M;

µ′ =



1.0 in H,

1.5 in L,

0.9 in M.

A spherical light source p = 3/(4π) of power 1.0 pW is embedded in the phantom, centred at
(3.975,−1.423, 9.643)T with radius 1 mm. For numerical simulation, we use uniform wedge
element partitions of �, as shown in figure 1. For each partition, denote by h the maximal
length of the element edges. The permissible region is chosen to be

�0 = {x ∈ � | x1 > 0, 6 < x3 < 12}
and correspondingly, the admissible set Qad = {q ∈ L2(�0) | q � 0 a.e. in �0}. The
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Figure 2. Light source reconstruction; h = 1.
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Figure 3. Light source reconstruction; h = 0.7143.

finite-element partitions are restricted to the permissible region �0 (implying H = h) in
defining piecewise constant approximations ph,h

ε . We show the reconstructed source function
(cross-sectional view at x3 = 9.643) for h = 1.000 mm and 0.7143 mm in figures 2 and 3,
both with the regularization parameter ε = 10−7. We note the quality improvement in the
reconstructed source function as h decreases.
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