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Abstract

Approximation algorithms provide a natural way to approach computationally hard problems. There are currently many known paradigms in this area, including greedy algorithms, primal-dual methods, methods based on mathematical programming (linear and semidefinite programming in particular), local improvement, and “low distortion” embeddings of general metric spaces into special families of metric spaces. Randomization is a useful ingredient in many of these approaches, and particularly so in the form of randomized rounding of a suitable relaxation of a given problem. We survey this technique here, with a focus on correlation inequalities and their applications.

1 Introduction

It is well-known that several basic problems of discrete optimization are computationally intractable (NP-hard or worse). However, such problems do need to be solved, and a very useful practical approach is to design a heuristic tailor-made for a particular application. Another approach is to develop and implement approximation algorithms for the given problem, which come with proven guarantees. Study of the approximability of various classes of hard (combinatorial) optimization problems has greatly bloomed in the last two decades. In this survey, we study one important tool in this area, that of randomized rounding. We have not attempted to be encyclopaedic here, and sometimes do not present the best-known results; our goal is to present some of the underlying principles of randomized rounding without necessarily going into full detail.

For our purposes here, we shall consider an algorithm to be efficient if it runs in polynomial time (time that is bounded by a fixed polynomial of the length of the input). We will not explicitly present the running times of our algorithms; it will mostly be clear from the context that they are polynomial-time. However, we remark that most of our algorithms are indeed reasonably efficient; for instance, most of them involve network flows and other special cases of linear programming, for which efficient algorithms and codes are available. Our
focus throughout will be on the quality of approximation guaranteed by our approximation algorithms; we now recall the notion of an approximation algorithm.

Given an optimization problem \( P \) and an instance \( I \) of \( P \), let \( \text{OPT}(I) \) denote the optimal objective-function value for \( I \); each feasible solution for \( I \) will have a non-negative objective-function value, for all problems \( P \) studied here. If \( P \) is a maximization problem, an approximation algorithm \( \mathcal{A} \) for \( P \) is an efficient algorithm that, for some \( \lambda \geq 1 \), produces a feasible solution of value at least \( \text{OPT}(I)/\lambda \) for all instances \( I \). \( \mathcal{A} \) is called a \( \lambda \)-approximation algorithm for \( P \); \( \lambda \) is the approximation guarantee or approximation bound of \( \mathcal{A} \). To maintain the convention that \( \lambda \geq 1 \) for minimization problems also, we define an algorithm \( \mathcal{A} \) to be a \( \lambda \)-approximation algorithm for a minimization problem \( P \), if \( \mathcal{A} \) produces a feasible solution of value at most \( \text{OPT}(I) \cdot \lambda \) for all instances \( I \) of \( P \). For all problems considered, the goal will be to develop polynomial-time algorithms with improved (smaller) approximation guarantees.

Thus, the two key phrases in approximation algorithms are efficiency and proven approximation guarantees. As mentioned in the abstract, various paradigms have been developed in designing approximation algorithms; furthermore, beautiful connections between error-correcting codes, interactive proof systems, complexity classes and approximability have been established, showing that some basic problems (such as finding a maximum independent set in a given graph) are hard to approximate within any “reasonable” factor. From the viewpoint of computational complexity, an interesting observation that has resulted from the study of approximation algorithms is that though NP-complete problems are “equivalent” in the sense of exact solvability, their (“natural”) optimization versions turn out to lie in a wide spectrum in terms of approximability. The reader is referred to Hochbaum [32] for a comprehensive collection of articles discussing positive and negative results on approximation algorithms; the chapter in it by Motwani, Naor & Raghavan discusses randomized approximation algorithms [55]. Also, the survey by Shmoys [65] is a good source for work on approximation algorithms via linear programming.

This survey will focus on one useful approach in designing approximation algorithms: randomized rounding. Recall the classical notion of a relaxation of an optimization problem \( P \): given an instance \( I \) of \( P \), we enlarge the set of feasible solutions for \( I \) in such a way that the objective function can be efficiently optimized over the enlarged set. Let \( x^* \) denote an (efficiently computed) optimal solution over the enlarged set. Randomized rounding refers to the use of randomization to map \( x^* \) back to a solution that is indeed feasible for \( I \). Let \( y^* \) denote the optimal objective function value on the enlarged set; i.e., the objective function value at \( x^* \). It is easily seen that \( y^* \geq \text{OPT}(I) \) (resp., \( y^* \leq \text{OPT}(I) \)) for maximization (resp., minimization) problems \( P \). Thus, suppose \( P \) is a maximization problem, say, and that we can analyze our randomized rounding process to show that it results in a feasible solution with objective function value at least \( y^*/\lambda \) (in expectation or with high probability); thus, since \( y^* \geq \text{OPT}(I) \), the result is a \( \lambda \)-approximation (in expectation or with high probability). The situation is similar for minimization problems. Why the term “rounding”? One reason is that the relaxation often involves relaxing integrality constraints on variables (such as \( x_i \in \{0, 1\} \)) to their real analogs (“\( x_i \in [0, 1] \)”). Thus, potentially non-integral values will
have to be rounded to appropriate integers, by the randomized algorithm.

Let us dive in by presenting two elegant examples of randomized rounding. Though these do not lead to the currently best-known results, they demonstrate the power and elegance of the method. In the sequel, \(E[X]\) will denote the expected value of a random variable \(X\), and \(\Pr[A]\) will denote the probability of event \(A\). To appreciate our two examples, let us recall: (i) that if \(X\) is a random variable taking values in \(\{0, 1\}\), then \(E[X] = \Pr[X = 1]\), (ii) that the uniform distribution on a finite set \(S\) places equal probability \((1/|S|)\) on each element of \(S\); the uniform distribution on a finite real interval \([a, b)\) has density function \(1/(b - a)\), and (iii) linearity of expectation: for any finite number of arbitrary random variables \(X_1, X_2, \ldots\), \(E[\sum_i X_i] = \sum_i E[X_i]\).

(a) \(s - t\) cuts in graphs. This result is from Teo [73]. For some classical integer programming problems, it is known that they are well-characterized by a natural linear programming formulation, i.e., that the linear and integral optima are the same. One famous example is the following min-cut problem. Given an undirected graph \(G = (V, E)\) with a cost \(c_{i,j}\) on each edge \(\{i, j\}\) and two different distinguished vertices \(s\) and \(t\), the problem is to remove a minimum-cost set of edges from \(G\) such that \(s\) gets disconnected from \(t\). In other words, we want a minimum-cost “cut” (partition of \(V\) into two sets) separating \(s\) and \(t\).

Let us formulate the problem in a natural way as an integer linear program (ILP). Given a cut that separates \(s\) and \(t\), let \(x_i = 0\) for all vertices \(i\) that are reachable from \(s\), and \(x_i = 1\) for all other vertices. (Thus, \(x_s = 0\) and \(x_t = 1\).) Let \(z_{i,j}\) be the indicator variable for edge \(\{i, j\}\) crossing the cut; so \(z_{i,j} = |x_i - x_j|\). Thus, we have an integer program

\[
\begin{align*}
\text{minimize} & \quad \sum_{\{i,j\} \in E} c_{i,j} z_{i,j} \\
\text{subject to} & \quad \forall \{i, j\} \in E, z_{i,j} \geq (x_i - x_j) \quad \text{and} \quad z_{i,j} \geq (x_j - x_i); \\
& \quad x_s = 0 \quad \text{and} \quad x_t = 1; \\
& \quad \forall i \forall j, \ x_i, z_{i,j} \in \{0, 1\}. 
\end{align*}
\]

(1)

(2)

It is easy to check that in any optimal solution to this integer program, we will have \(z_{i,j} = |x_i - x_j|\); hence, this is indeed a valid formulation. Now, suppose we relax (2) to \(\forall i \forall j, \ x_i, z_{i,j} \in [0, 1]\). Thus, we get a linear program (LP) and as seen above, its optimal value \(y^*\) is a lower bound on the optimal objective function value \(OPT\) of the above integer program.

Now, it is well-known that in fact we have \(y^* = OPT\); we now give a quick proof via randomized rounding. Let \(\{x_i^*, z_{i,j}^* \in [0, 1] : i, j \in V, \{i, j\} \in E\}\) denote an optimal solution to the LP relaxation; once again, \(z_{i,j}^* = |x_i^* - x_j^*|\) holds for all \(\{i, j\} \in E\). Pick a \(u \in [0, 1)\) using the uniform distribution; for each \(i \in V\), define \(x_i := 0\) if \(x_i^* \leq u\), and \(x_i := 1\) otherwise. This is our “randomized rounding” process here. Note that constraint (1) is indeed satisfied by this method. What is the quality (cost) of the cut...
produced? Fix any \( \{i, j\} \in E \). This edge will cross the cut iff \( u \in [\min\{x^*_i, x^*_j\}, \max\{x^*_i, x^*_j\}] \); this happens with probability \( |x^*_j - x^*_i| \), i.e., \( z_{i,j}^* \). Thus, \( \mathbb{E}[z_{i,j}] = z_{i,j}^* \) and hence by linearity of expectation,

\[
\mathbb{E}\left[ \sum_{\{i,j\} \in E} c_{i,j}z_{i,j} \right] = \sum_{\{i,j\} \in E} c_{i,j}\mathbb{E}[z_{i,j}] = \sum_{\{i,j\} \in E} c_{i,j}z_{i,j}^* = y^*.
\] (3)

The random variable \( \sum_{\{i,j\} \in E} c_{i,j}z_{i,j} \) is piecewise continuous as a function of \( u \) (with only finitely many break-points). So, by (3), there must be some value of \( u \) that leads to an integral solution of cost no more than \( y^* \). Thus \( y^* = \text{OPT} \). See Teo & Sethuraman [74] for applications of more sophisticated versions of this idea to the stable matching problem.

(b) Maximum satisfiability (MAX-SAT). This is a natural optimization version of the satisfiability problem. Given a Boolean formula \( F \) in conjunctive normal form and a non-negative weight \( w_i \) associated with each clause \( C_i \), the objective is to find a Boolean assignment to the variables that maximizes the total weight of the satisfied clauses. This problem is clearly NP-hard. An approximation algorithm that always produces a solution of weight at least \( 3/4 \)th of the optimal weight \( \text{OPT} \), had been proposed by Yannakakis [77]; we now describe a simpler algorithm of Goemans & Williamson that matches this [27].

The idea is to consider two different randomized schemes for constructing the Boolean assignment, and observe that they have complementary strengths in terms of their approximation guarantees. The first works well when each clause has “several” literals, while the second will be good if each clause has “few” literals. Thus, we could run both and take the better solution; in particular, we could choose one of the two schemes uniformly at random, and the resulting solution’s objective function value will be the arithmetic mean of the respective solutions of the two schemes. Let us now present these simple schemes and analyze them.

The first scheme is to set each variable uniformly at random to True or False, independent of the other variables. Let \( |C_i| \) denote the length of (i.e., number of literals in) clause \( C_i \). It is easy to check that

\[
p_{i,1} = \Pr[C_i \text{ satisfied}] = 1 - 2^{-|C_i|};
\] (4)

hence, this scheme works well if all clauses are “long”.

However, it is intuitively clear that such an approach may not work well for all CNF formulae: those with most clauses being short, in particular. Our second scheme is to start with a (fairly obvious) integer programming formulation. For each clause \( C_i \), let \( P(i) \) denote the set of unnegated variables appearing in it, and \( N(i) \) be the set of negated variables in it. For each variable \( j \), let \( x_j = 1 \) if this variable is set to True, and \( x_j = 0 \) if the variable is set to False. Letting \( z_i \in \{0, 1\} \) be the indicator for clause \( C_i \) getting satisfied, we have the constraint

\[
\forall i, \ z_i \leq \left( \sum_{j \in P(i)} x_j \right) + \left( \sum_{j \in N(i)} (1 - x_j) \right).
\] (5)

Subject to these constraints, the objective is to maximize \( \sum_i w_i z_i \). It is easy to check that this is a correct formulation for the problem on hand.
As above, suppose we take the LP relaxation obtained by relaxing each $x_j$ and $z_i$ to be a real in $[0,1]$, subject to (5). Then, $y^*$ is an upper bound on $OPT$. Let $\{x^*_j, z^*_i\}$ be the values of the variables in an optimal solution to the LP. The key is to interpret each $x^*_j$ as a probability [58]. Thus, our randomized rounding process will be, independently for each $j$, to set $x_j := 1$ (i.e., make variable $j$ True) with probability $x^*_j$ and $x_j := 0$ (make variable $j$ False) with probability $1 - x^*_j$. One intuitive justification for this is that if $x^*_j$ were “high”, i.e., close to 1, it may be taken as an indication by the LP that it is better to set variable $j$ to True; similarly for the case where $x_j$ is close to 0. This is our second rounding scheme; since we are using information provided by the LP optimum implicitly, the hope is that we may be using the given formula’s structure better in comparison with our first scheme.

Let us lower-bound the probability of clause $C_i$ getting satisfied. We can assume without loss of generality that all variables appear unnegated in $C_i$. Thus, by (5), we will have

$$z^*_i = \min\{ \sum_{j \in P(i)} x^*_j, 1\}.$$ 

Given this, it is not hard to check that $\Pr[C_i \text{ satisfied}] = 1 - \prod_{j \in P(i)} (1 - x^*_j)$ is minimized when each $x^*_j$ equals $z^*_i/|C_i|$. Thus,

$$p_{i,2} = \Pr[C_i \text{ satisfied}] \geq 1 - (1 - z^*_i/|C_i|)|C_i|.$$ 

(6) For a fixed value of $z^*_i$, the term $1 - (1 - z^*_i/|C_i|)|C_i|$ decreases monotonically as $|C_i|$ increases. This is the sense in which our two schemes are complementary.

So, as mentioned above, suppose we choose one of the two schemes uniformly at random, in order to balance their strengths. Then,

$$\Pr[C_i \text{ satisfied}] = (p_{i,1} + p_{i,2})/2$$
$$\geq 1 - (2^{-|C_i|} + (1 - z^*_i/|C_i|)|C_i|)/2$$
$$\geq (3/4)z^*_i,$$ 

via elementary calculus and the fact that $z^*_i \in [0,1]$. (For any fixed positive integer $\ell$, $f(\ell, x) = 1 - (2^{-\ell} + (1 - x/\ell)/2 - 3x/4$ has a non-positive derivative for $x \in [0,1]$. Thus, it suffices to show that $f(\ell, 1) \geq 0$ for all positive integers $\ell$. We have $f(1,1) = f(2,1) = 0$. For $\ell \geq 3$, $2^{-\ell} \leq 1/8$ and $(1 - 1/\ell) \leq 1/e$; so $f(\ell, 1) \geq 0$ for $\ell \geq 3$.) So by linearity of expectation, the expected weight of the final Boolean assignment is at least $\sum_{i}(3/4)w_i z^*_i = (3/4)y^* \geq (3/4)OPT$. Thus, at least in expectation, the assignment produced has a good approximation ratio; this randomized algorithm can be “derandomized” (turned into an efficient deterministic algorithm) as shown in [27].

Can this analysis be improved? No; we cannot guarantee any bound larger than $(3/4)y^*$. To see this, consider, e.g., the situation where we have two variables $x_1$ and $x_2$, all 4 clauses that can be formed using both variables, and with all the $w_i$ being 1. It is easy to see that $y^* = 4$ and $OPT = 3$ here. Thus, there are indeed situations where $OPT = (3/4)y^*$. This also shows a simple approach to decide if a certain relaxation-based method is best possible
using that particular relaxation: to show that there are situations where the gap between
the relaxed optimum and the optimum is (essentially) as high as the approximation bound
guaranteed for that method. The worst-case ratio between the fractional and integral optima
is called the integrality gap: clearly, a straightforward LP-based method cannot guarantee
an approximation ratio better than the integrality gap.

In the $s-t$ cut example, we saw an instance of dependent randomized rounding: no two $x_i$
are independent. In contrast, the underlying random choices were made independently in the
MAX-SAT example; this is the basic approach we will focus on for most of this survey. The
general situation here is that for some “large” $N$, we must choose, for $i = 1, 2, \ldots, N$, $x_i$ from
a finite set $S_i$ (in order to optimize some function of the $x_i$, subject to some constraints on the
choices). The randomized rounding approach will be to choose each $x_i$ independently from
$S_i$, according to some distribution $D_i$. This approach can be broadly classified as follows.
First, as in our first scheme in the MAX-SAT example, we could take the arguably simplest
approach—in this context—of letting each $D_i$ be the uniform distribution on $S_i$; we call this
uniform randomized rounding. This approach, while most natural for some problems, is in
general inferior to choosing all the $D_i$ through linear programming (as in the second scheme
above in the MAX-SAT example), which we term LP-based randomized rounding.

The rest of this survey is organized as follows. We begin with some preliminaries in
Section 2. In Section 3, we study approximation algorithms for packet-routing and job-shop
scheduling that use uniform randomized rounding. Sections 4, 5 and 6 then consider LP-
based randomized rounding. In Section 4, we show how a useful correlation inequality, the
FKG inequality, can be applied to derive improved approximation algorithms for a class of
routing, packing and covering problems. Section 5 considers a family of situations where
correlations complementary to those handled by the FKG inequality arise. In Section 6, we
study applications of a recent extension of the Lovász Local Lemma. Section 7 sketches how
many such rounding problems are instances of questions in discrepancy theory, and briefly
describes some seminal work of Beck & Fiala, Beck, Spencer and Banaszczyk in this area. A
brief sketch of some other relaxation methods and open questions are presented in Section
8, which concludes.

Due to the immense current interest in communication networks and routing algorithms,
many optimization problems we consider will be based on routing and scheduling. Two other
basic themes of much of this survey are: (a) the use of various correlation inequalities in
analyzing randomized rounding processes, and (b) their applications for ILPs with column-
sparse coefficient matrices in particular. (Roughly speaking, a matrix $A$ is column-sparse if
we can bound the maximum number of nonzero entries in, or the $L_1$ norm of, any column
of $A$ by an appropriate parameter.)

2 Preliminaries

Let “r.v.” denote the phrase “random variable”; we will be concerned only with discrete-
valued r.v.s here. Given a non-negative integer $k$, $[k]$ will denote the set $\{1, 2, \ldots, k\}$; logarithms are to the base two unless specified otherwise. Let $Z_+$ denote the set of non-negative
integers. Given an event \( E \), its **indicator random variable** \( \chi(E) \) is defined to be 1 if \( E \) holds, and 0 otherwise. Note that \( E[\chi(E)] = \Pr[E] \).

Informally, a randomized algorithm is an algorithm equipped with a random number generator that can output any desired number of unbiased (fair) and, more importantly, **independent** random bits. The algorithm requests any number of random bits needed for its computation, from the source; we may charge, e.g., unit time to get one random bit. As seen in the introduction, it is also convenient to be able to draw a r.v. that is uniformly distributed over some finite real interval \([a, b]\) or some finite set; we shall assume that our random source has such features also, when necessary. The “random bits” model can typically approximate these requirements with sufficient accuracy in the context of efficient randomized algorithms.

There are several advantages offered by randomness to computation. See the books of Alon, Spencer & Erdős [4] and Motwani & Raghavan [56] for various aspects and applications of randomized computation.

### 2.1 Large deviation bounds

We now present a basic class of results which are often needed in randomized computation. These are (upper) bounds on the probability of certain types of r.v.s deviating significantly from their mean, and hence are known as **large deviation** or **tail probability** bounds. We shall present just a few of these results here that are relevant to randomized algorithms.

For the rest of this subsection, we let \( \mu \) denote \( E[X] \) for a random variable \( X \). One of the most basic tail inequalities is Markov’s inequality, whose proof is left as an exercise.

**Lemma 2.1 (Markov’s inequality)** If an r.v. \( X \) takes on only non-negative values, then for any \( a > 0 \), \( \Pr[X \geq a] \leq \mu/a \).

Markov’s inequality is best-possible if no further information is given about the r.v. \( X \). However, it is often too weak, e.g., when we wish to upper bound the lower tail probability, or probability of staying much **below** the mean, of an r.v. \( X \), even if we know good upper and lower bounds on the extent of its support. More information about the r.v. \( X \) of interest can lead to substantially stronger bounds, as we shall soon see. Nevertheless, Markov’s inequality still underlies the approach behind many of these bounds. A well-known such strengthening of Markov’s inequality is **Chebyshev’s inequality**, which can be applied if we can upper bound the **variance** of \( X \), \( E[(X - \mu)^2] \), well. Recall that the positive square root of the variance of \( X \) is known as the **standard deviation** of \( X \).

**Lemma 2.2 (Chebyshev’s inequality)** For any r.v. \( X \) and any \( a > 0 \), \( \Pr[|X - \mu| \geq a] \leq \sigma^2/a^2 \), where \( \sigma \) denotes the standard deviation of \( X \).

If \( X \) is a sum of independent r.v.s, each of which lies in \([0, 1]\), then it is not hard to verify that \( E[(X - \mu)^2] \leq E[X] \). Thus we get

**Corollary 2.1** Let \( X \) be a sum of independent r.v.s, each of which lies in \([0, 1]\). Then, for any \( a > 0 \), \( \Pr[|X - \mu| \geq a] \leq \mu/a^2 \).
Hence, r.v.s $X$ with a small standard deviation have good tail behavior. But this can be strengthened much more, for a class of r.v.s $X$ that occur often in randomized computation: sums of independent r.v.s $X_i$, where each $X_i \in [0, 1]$. The idea here is to observe that

$$\Pr[X \geq a] = \Pr[e^{tX} \geq e^{ta}] \leq E[e^{tX}]/e^{ta}$$

for any $t > 0$, where the last step follows from Markov’s inequality. We may then (approximately) minimize the last ratio over $t > 0$, to get strong bounds. Note also that this approach holds for any r.v. $X$, not just for sums of independent random variables. Similarly, for $a < \mu$, we can upper bound $\Pr[X \leq a]$ by $\min_{t>0} E[e^{-tX}]/e^{-ta}$.

Let $X_1, X_2, \ldots, X_n$ be independent r.v.s that take on values in $[0,1]$, with $E[X_i] = p_i$, $1 \leq i \leq n$. Let $X = \sum_{i=1}^n X_i$, and $\mu = E[X] = \sum_{i=1}^n p_i$. We want good upper bounds on $\Pr[X \geq \mu(1 + \delta)]$, for $\delta > 0$; we recall some such bounds now, as presented in [61]. Chernoff [18] showed that for identically distributed $\{0,1\}$ r.v.s $X_1, X_2, \ldots, X_n$ and for $a > \mu$,

$$\min_t \frac{E[e^{tX}]}{e^{at}} \leq \Lambda(n, \mu, a) = \left(\frac{\mu}{a}\right)^n \left(\frac{n}{n-a}\right)^{n-a}.$$

Hoeffding [33] extended this by showing that $\Lambda(n, \mu, a)$ is an upper bound for the above minimum even if the $X_i$’s are not identically distributed and range between 0 and 1. Replacing $a$ with $\mu(1 + \delta)$ in the Hoeffding estimate $\Lambda(\cdot, \cdot, \cdot)$ gives, for $\delta \geq 0$,

$$\Pr[X \geq \mu(1 + \delta)] \leq F(n, \mu, \delta) \doteq \frac{1 - \left(\frac{\mu(1+\delta)}{n}\right)^n}{(1 + \delta)^n}.$$

(7)

For $\delta \in [0, 1]$, Hoeffding’s approach also gives

$$\Pr[X \leq \mu(1 - \delta)] = \Pr[n - X \geq n - \mu(1 - \delta)] \leq F(n, \mu, -\delta) \doteq \frac{1 - \left(\frac{\mu(1-\delta)}{n}\right)^n}{(1 - \delta)^n}.$$

(8)

The following related results are useful (see, e.g., [33, 5, 4, 56]).

If $\delta \geq 0$, $\Pr[X \geq \mu(1 + \delta)] \doteq \frac{\prod_{i \in [n]} E[(1 + \delta)X_i]}{(1 + \delta)^{n(1+\delta)}} \leq G(\mu, \delta) \doteq \left(\frac{e^\delta}{(1 + \delta)^{(1+\delta)}}\right)^\mu$; (9)

If $\delta \in [0, 1]$, $\Pr[X \leq \mu(1 - \delta)] \doteq \frac{\prod_{i \in [n]} E[(1 - \delta)X_i]}{(1 - \delta)^{n(1-\delta)}} \leq H(\mu, \delta) \doteq e^{-\mu \delta^2/2}$.

(10)

It can be checked that for $\delta \leq 1$, $G(\mu, \delta) \leq e^{-\delta^2 \mu/3}$; for $\delta > 1$, $G(\mu, \delta) \leq e^{-(1+\delta)\ln(1+\delta)\mu/4}$.

Remark 2.1 It is useful to be conversant with these bounds; it is especially convenient to remember that: $G(\mu, \delta)$ (i) decays exponentially in $\mu \delta^2$ for “small” $\delta$ ($\delta \leq 1$), and (ii) decays exponentially in $\mu(1 + \delta) \ln(1 + \delta)$ for larger $\delta$ ($\delta > 1$). Also, some of the constants such as 3 and 4 in the exponents above, can be improved slightly.
We next present a useful result from [61], which offers a new look at the Chernoff-Hoeffding (CH) bounds. For real $x$ and any positive integer $r$, let \( \binom{x}{r} \) as usual, with \( \binom{x}{0} = 1 \). Define, for $z = (z_1, z_2, \ldots, z_n) \in \mathbb{R}^n$, a family of symmetric polynomials $\psi_j(z)$, $j = 0, 1, \ldots, n$, where $\psi_0(z) \equiv 1$, and for $1 \leq j \leq n$, 

\[
\psi_j(z) = \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq n} z_{i_1} z_{i_2} \cdots z_{i_j}.
\]

A small extension of a result of [61] is:

**Theorem 2.1 ([61])** Given r.v.s $X_1, \ldots, X_n \in [0, 1]$, let $X = \sum_{i=1}^n X_i$ and $\mu = E[X]$. (a) For any $\delta > 0$, any nonempty event $Z$ and any $k \leq \mu(1 + \delta)$, $\Pr[X \geq \mu(1 + \delta) | Z] \leq E[Y_k | Z]$, where $Y_k = \psi_k(X_1, \ldots, X_n)/(\mu(1+\delta))$. (b) If the $X_i$s are independent and $k = \lceil \mu \delta \rceil$, then $\Pr[X \geq \mu(1 + \delta)] \leq E[Y_k] \leq G(\mu, \delta)$.

**Proof:** Suppose $b_1, b_2, \ldots, b_n \in [0, 1]$ satisfy $\sum_{i=1}^n b_i \geq a$. It is not hard to show that for any non-negative integer $k \leq a$, $\psi_k(b_1, b_2, \ldots, b_n) \geq \binom{a}{k}$. (This is immediate if each $b_i$ lies in $\{0, 1\}$, and takes a little more work if $b_i \in [0, 1]$.) Now this holds even conditional on any positive probability event $Z$. Hence,

\[
\Pr[X \geq \mu(1 + \delta) | Z] \leq \Pr[Y_k \geq 1 | Z] \leq E[Y_k | Z],
\]

where the second inequality follows from Markov’s inequality. See [61] for a proof of (b). \( \blacksquare \)

### 3 Uniform randomized rounding

We start our discussion in Section 3.1 with a basic random process that is related to many situations in uniform randomized rounding. More sophisticated versions of this process are then used in Section 3.2 to present approximation algorithms for job-shop scheduling, and in Section 3.4 for a version of packet routing (which is an important special case of job-shop scheduling).

#### 3.1 Simple balls-and-bins processes

Consider the situation where each of $n$ given balls is thrown uniformly at random, independently, into one of $n$ bins. (We can view this as throwing darts at random.) Let $X$ denote the maximum number of balls in any bin. It is often useful to know facts about (or bounds on) various statistics of $X$. For instance, it is known that $E[X] = (1 + o(1)) \ln n / \ln \ln n$, where the $o(1)$ term goes to 0 as $n \to \infty$. Here, we content ourselves with showing that $X$ is not much above this expectation, with high probability.

Let $Y_{i,j}$ be the indicator random variable for ball $i$ being thrown into bin $j$. Then, the random variable $X_j$ that denotes the number of balls in bin $j$, equals $\sum_i Y_{i,j}$. (We have
$X = \max_j X_j.$) For any given $i, j,$ $E[Y_{i,j}] = \Pr[Y_{i,j} = 1] = 1/n$. Thus, by linearity of expectation, $E[X_j] = n \cdot (1/n) = 1$. Now since $X_j = \sum Y_{i,j}$ is a sum of bounded and independent r.v.s, we have by the CH bounds that for any $\delta > 1$,

$$\Pr[X_j \geq (1 + \delta)] \leq e^{-(1+\delta) \ln(1+\delta)/4},$$

as seen before. The reader can verify that for any given constant $c_1 > 0$, there is some constant $c_2 > 0$ such that if we take $\delta \geq c_2 \log n / \log \log n$, then $e^{-(1+\delta) \ln(1+\delta)/4} \leq n^{-c_1}$. Thus, for a suitable $\delta = \Theta(\log n / \log \log n)$, we can ensure that

$$\Pr[X_j \geq (1 + \delta)] \leq n^{-c_1}, \quad (11)$$

for each $j$ and for any desired fixed $c_1 > 0$.

But recall that we really want to bound $\Pr[X \geq (1 + \delta)]$. To do so, let us introduce yet another basic but very useful inequality. Suppose we are given some events $E_1, E_2, \ldots, E_m$, and wish to upper-bound $\Pr[\bigvee_i E_i]$. (We will later consider some such situations where it will suffice to show that $\Pr[\bigvee_i E_i] \neq 1$.) A simple approach for this is to use the union bound or Boole’s inequality:

$$\Pr[\bigvee_{i \in [m]} E_i] \leq \sum_{i \in [m]} \Pr[E_i], \quad (12)$$

with equality holding if and only if the events $E_i$ are pairwise mutually exclusive. The union bound is often used when correlations are hard to analyze. Of course, this is often not tight (and useless if $\sum_{i} \Pr[E_i] \geq 1$), and we shall see some tighter inequalities later. But even the union bound is of reasonable use sometimes, as we now illustrate.

Returning to our balls-and-bins, let $c_1 > 1$ in (11); say $c_1 = 2$. Now,

$$\Pr[X \geq (1 + \delta)] = \Pr[\bigvee_{j \in [n]} (X_j \geq (1 + \delta))]$$
$$\leq \sum_{j \in [n]} \Pr[X_j \geq (1 + \delta)] \text{ (union bound)}$$
$$\leq n \cdot n^{-c_1} \text{ (by (11))}$$
$$= n^{1-c_1},$$

which is quite small for $c_1 > 1$.

The reader is referred to [41, 30, 19] for other such useful results about this and related processes.

### 3.2 Approximation algorithms for job-shop scheduling

We now show a more involved application of the above approach to job-shop scheduling, which is a classical NP-hard minimization problem [44]. In it, we have $n$ jobs and $m$ machines. A job consists of a sequence of operations, each of which is to be processed on a specific machine for a specified integral amount of time; a job can have more than one operation on
a given machine. The operations of a job must be processed in the given sequence, and a machine can process at most one operation at any given time. The problem is to schedule the jobs so that the makespan, the time when all jobs have been completed, is minimized. An important special case is preemptive scheduling, wherein machines can suspend work on operations, switch to other operations, and later resume the suspended operations; this is often reasonable, for instance, in scheduling jobs in operating systems. Note that in the preemptive setting, all operation lengths may be taken to be one. If pre-emption is not allowed, we have the hard non-preemptive case, which we study here.

More formally, a job-shop scheduling instance consists of jobs \( J_1, J_2, \ldots, J_n \), machines \( M_1, M_2, \ldots, M_m \), and for each job \( J_j \), a sequence of \( \ell_j \) operations \( (M_{j,1}, t_{j,1}), (M_{j,2}, t_{j,2}), \ldots, (M_{j,\ell_j}, t_{j,\ell_j}) \). Each operation is a (machine, processing time) pair: each \( M_{j,k} \) represents some machine \( M_i \), and the pair \( (M_{j,i}, t_{j,i}) \) signifies that the corresponding operation of job \( J_j \) must be processed on machine \( M_{j,i} \) for an uninterrupted integral amount of time \( t_{j,i} \). A machine can process at most one operation at any time, and the operations of each job must be processed in the given order.

Even some very restricted special cases of job-shop scheduling are NP-hard. Furthermore, while the theory of NP-completeness shows all NP-complete problems to be “equivalent” in a sense, NP-optimization problems display a wide range of difficulty in terms of exact solvability in practice; some of the hardest such problems come from job-shop scheduling. Define a job-shop instance to be acyclic if no job has two or more operations that need to run on any given machine. A single instance of acyclic job-shop scheduling with 10 jobs, 10 machines and 100 operations resisted attempts at exact solution for 22 years until its resolution [17]. See also Applegate & Cook [6]. We will show here that good approximation algorithms do exist for job-shop scheduling.

There are two natural lower bounds on the makespan of any job-shop instance: \( P_{\text{max}} \), the maximum total processing time needed for any job, and \( \Pi_{\text{max}} \), the maximum total amount of time for which any machine has to process operations. For the NP-hard special case of acyclic job-shop scheduling wherein all operations have unit length, the amazing result that a schedule of makespan \( O(P_{\text{max}} + \Pi_{\text{max}}) \) always exists, was shown in [46]. (We shall sketch the approach of [46] in Section 3.4.) Such a schedule can also be computed in polynomial time [47]. Can such good bounds hold if we drop any one of the two assumptions of acyclicity and unit operation lengths? See [23] for some recent advances on questions such as this.

Returning to general job-shop scheduling, let \( \mu = \max_j \ell_j \) denote the maximum number of operations per job, and let \( p_{\text{max}} \) be the maximum processing time of any operation. By invoking ideas from [46, 62, 63] and by introducing some new techniques, good approximation algorithms were developed in [66]; their deterministic approximation bounds were slightly improved in [61]. (Recall that an approximation algorithm is an efficient algorithm that always produces a feasible solution that is to within a certain guaranteed factor of optimal.)

**Theorem 3.1 ([66, 61])** There is a deterministic polynomial-time algorithm that delivers a schedule of makespan \( O((P_{\text{max}} + \Pi_{\text{max}}) \cdot \frac{\log(m\mu)}{\log \log(m\mu)} \cdot \log(\min\{m\mu, p_{\text{max}}\})) \) for general job-shop scheduling.
This has been improved further in [29]; we just discuss some of the main ideas behind Theorem 3.1 now. A key ingredient here is a “random delays” technique due to [46], and its intuition is as follows. To have a tractable analysis, suppose we imagine for now that each job $J_j$ is run continuously after an initial wait of $d_j$ steps: we wish to pick a suitable delay $d_j$ from $S_j = \{0, 1, \ldots, B - 1\}$ for an appropriate $B$, in such a way that the resulting “contentions” on machines is kept hopefully low. It seems a reasonable idea to conduct uniform randomized rounding, i.e., to pick each $d_j$ uniformly and independently at random from $\{0, 1, \ldots, B - 1\}$. In a manner similar to our dart-throwing analysis, we will then argue that, with high probability, not too many jobs contend for any given machine at the same time. We then resolve contentions by “expanding” the above “schedule”; the “low contention” property is invoked to argue that a small amount of such expansion suffices.

Let us proceed more formally now. A delayed schedule of a job-shop instance is constructed as follows. Each job $J_j$ is assigned a delay $d_j$ in $\{0, 1, \ldots, \Pi_{\text{max}} - 1\}$. In the resulting “schedule”, the operations of $J_j$ are scheduled consecutively, starting at time $d_j$. Recall that all operation lengths are integral. For a delayed schedule $S$, the contention $C(M_i, t)$ is defined to be the number of operations scheduled on machine $M_i$ in the time interval $[t, t + 1)$. A randomly delayed schedule is a delayed schedule wherein the delays are chosen independently and uniformly at random from $\{0, 1, \ldots, \Pi_{\text{max}} - 1\}$. Remark 3.1 Recall that $p_{\text{max}}$ denotes the maximum processing time of any operation. It is shown in [66] that, in deterministic polynomial time, we can reduce the general shop-scheduling problem to the case where (i) $p_{\text{max}} \leq n \mu$, and where (ii) $n \leq \text{poly}(m, \mu)$, while incurring an additive $O(P_{\text{max}} + \Pi_{\text{max}})$ term in the makespan of the schedule produced. By conducting these reductions, we assume from now on that $p_{\text{max}}$ and $n$ are bounded by $\text{poly}(m, \mu)$.

Lemma 3.1 There is a sufficiently large constant $c_0 > 0$ such that the following holds. Let $\alpha = c_0 \log(m \mu) / \log \log(m \mu)$. Then, with high probability, a randomly delayed schedule satisfies:

$$\forall i \in [m] \forall t \in \{0, 1, \ldots, P_{\text{max}} + \Pi_{\text{max}} - 1\}, \ C(M_i, t) \leq \alpha.$$  

Proof: Fix any positive integer $k$, and any $M_i$. For any set $U = \{u_1, u_2, \ldots, u_k\}$ of $k$ units of processing that need to be done on $M_i$, let Collide($U$) be the event that all these $k$ units get scheduled at the same unit of time on $M_i$. (Our dart-throwing analysis using the CH bounds can also be used here, but we use a different, more direct, approach from [29] for variety.) Conditional on $u_1$ getting scheduled on $M_i$ at any given time $T$, $\Pr[\text{Collide}(U)] \leq (1/\Pi_{\text{max}})^{k-1}$; thus, unconditionally, $\Pr[\text{Collide}(U)] \leq (1/\Pi_{\text{max}})^{k-1}$. As there are at most $\binom{\Pi_{\text{max}}}{k}$ ways of choosing $U$, we apply the union bound over all of these to have

$$\Pr[\exists t: \ C(M_i, t) \geq k] \leq \binom{\Pi_{\text{max}}}{k} (1/\Pi_{\text{max}})^{k-1} \leq (\Pi_{\text{max}})^k/(k!(\Pi_{\text{max}})^{k-1}) = \Pi_{\text{max}}/k!.$$
Now applying a union bound over all $m$ possible values for $i$, we get
\[
\Pr[\exists t \exists i : C(M_i, t) \geq k] \leq m \Pi_{\text{max}} / k!.
\]
But $\Pi_{\text{max}} \leq n \mu p_{\text{max}}$, which by our assumption of Remark 3.1 is poly($m, \mu$). So the lemma holds if $c_0$ is sufficiently large.

Thus, with high probability, the contention on all machines at all times is at most $\alpha = O(\log(m\mu) / \log\log(m\mu))$. Now, if all operations were of the same (say unit) length, this can be converted into a valid schedule by stretching each time unit by a factor of $\alpha$. The work of [66] shows how, even if the operations are of diverse lengths, this conversion can be accomplished by a suitable expansion of this schedule by a factor of $O(\alpha \log(\min\{m\mu, p_{\text{max}}\}))$; this leads to Theorem 3.1. To summarize, the natural random delays idea, an instance of uniform randomized rounding, thus leads to a simple and good approximation algorithm for a hard optimization problem.

3.3 Improved dart-throwing

In our balls-and-bins example, suppose we make the following small modification, which should intuitively only reduce the maximum number of balls in any bin. Suppose there are $n$ balls and $n$ bins, and let $d$ be some positive integer. When each ball arrives, it picks $d$ bins at random, and chooses to go to the one among these $d$ that is least loaded at that point, breaking ties arbitrarily. (The case $d = 1$ corresponds to ordinary dart-throwing; so we just consider the case $d \geq 2$ now.) A remarkable fact shown in [7] is that the expected value of the maximum number of balls in any bin here, is just $O((\ln \ln n) / \ln d) + \Theta(1)$. Note the significant improvement over ordinary dart-throwing, even for the case of $d = 2$. Such a result may naturally be expected to be algorithmically significant: applications to dynamic load-balancing and hashing are shown in [7]. Also see [37, 52] for related resource-allocation and hashing processes.

In light of this, a natural question may be whether there is a variant of “random initial delays” that leads to an improvement in the approximation bound for job-shop scheduling. However, by a random construction, it has been shown in [60] that there exist job-shop instances for which whatever initial delays we assign to each job, the contention on machines will be essentially that of Lemma 3.1, for many time instances. Thus, more sophisticated randomization may be necessary (if possible at all) to significantly improve the approximation bounds of [66, 29] for job-shop scheduling.

3.4 The Lovász Local Lemma and packet-routing

One of the most basic problems that arises in the design and analysis of randomized algorithms and in probabilistic combinatorics, is to get a good estimate (upper bound, lower bound, or both) of $\Pr[i \in [n] : E_i]$, for some given events $E_i$. Equivalently, a good lower bound, upper bound or both, is required for $\Pr[\bigwedge_{i \in [n]} \overline{E_i}]$. As seen above, one approach would be
to use the union bound (12) which is unfortunately quite weak in general. Another obvious
approach, which works when the events $E_i$ are independent, is to use

$$\Pr[\bigwedge_{i \in [m]} E_i] = \prod_{i \in [m]} \Pr[E_i],$$

the “independence sieve”.

A common situation where we have to look for such bounds is when the events $E_i$ are
“bad” events, all of which we wish to avoid simultaneously. The minimal requirement for
this is that $\Pr[\bigwedge_{i \in [m]} E_i] > 0$; however, even to prove this, the independence sieve will often
not apply and the counting sieve could be quite weak. However, the independence sieve
does suggest something: can we say something interesting if each $E_i$ is independent of most
other $E_j$? Let $e$ denote the base of natural logarithms as usual. The powerful Lovász Local
Lemma (LLL) due to Erdős and Lovász ([20]) is often very useful in such cases; see Chapter
5 of [4] for many such applications. The LLL (symmetric case) shows that all of a set of
events $E_i$ can be avoided under some conditions:

**Lemma 3.2 ([20])** Let $E_1, E_2, \ldots, E_m$ be any events with $\Pr[E_i] \leq p \ \forall i$. If each $E_i$ is
mutually independent of all but at most $d$ of the other events $E_j$ and if $ep(d+1) \leq 1$, then

$$\Pr[\bigwedge_{i=1}^m E_i] \geq (1 - ep)^m > 0.$$ 

Why is the LLL considered such a powerful tool? For the union bound to be useful, we
see from (12) that $\Pr[E_i]$, averaged over all $i$, must be less than $1/m$, which can be quite
small if $m$ is “large”. In contrast, the LLL shows that even $\max_i \Pr[E_i]$ can be as high as
$(e(d+1))^{-1}$, which is substantially bigger than $1/m$ if $d \ll m$ (say, if $d = O(\text{polylog}(m))$).
Thus, under the “locality” assumption that $d \ll m$, we can get away with $\max_i \Pr[E_i]$ being
much bigger than $1/m$. There is also a generalized (“asymmetric”) form of the LLL. See [4]
for this and related points.

We now present a portion of a surprising result on routing due to Leighton, Maggs & Rao,
which makes involved use of the LLL in conjunction with uniform randomized rounding [46].
Suppose we have a routing problem on a graph, where the paths also have been specified for
each of the packets. Concretely, we are given an undirected graph $G$, a set of pairs of vertices
$(s_i, t_i)$, and a path $P_i$ in $G$ that connects $s_i$ with $t_i$, for each $i$. Initially, we have one packet
residing at each $s_i$; this packet has to be routed to $t_i$ using the path $P_i$. We assume that
a packet takes unit time to traverse each edge, and the main constraint as usual is that an
dge can carry at most one packet per (synchronous) time step. Subject to these restrictions,
we want to minimize the maximum time taken by any packet to reach its destination. (If
we view each edge as a machine and each packet as a job, this is just a special case of the
job-shop scheduling problem considered in Section 3.2. We may further assume that the
paths $P_i$ are all edge-simple, i.e., do not repeat any edge; thus, we have an acyclic job-shop
problem, in the notation of Section 3.2. Our objective here also is to keep the makespan
small.) Since we are also given the paths $P_i$, the only question is the queuing discipline we
need to provide at the vertices (what a node must do if several packets that are currently resident at it, want to traverse the same edge on their next hop).

One motivation for assuming such a model (wherein the paths $P_i$ are prespecified) is that many routing strategies can be divided into two phases: (a) choosing an intermediate destination for each packet (e.g., the paradigm of choosing the intermediate destination randomly and independently for each packet [75, 76]) and taking each packet on some canonical path to the intermediate destination, and (b) routing each packet on a canonical path from the intermediate destination to the final destination $t_i$. Such a strategy can thus use two invocations of the above “prespecified paths” model. Section 7 contains a brief description of recent work of [72] concerning situations where the paths $P_i$ are not prespecified.

Let us study the objective function, i.e., the maximum time taken by any packet to reach its destination. Two relevant parameters are the congestion $c$, the maximum number of paths $P_i$ that use any given edge in $G$, and the dilation $d$, the length of a longest path among the $P_i$. It is immediate that each of $c$ and $d$ is a lower bound on the objective function. (The congestion and dilation are the respective analogs of $\Pi_{\text{max}}$ and $P_{\text{max}}$ here.) In terms of upper bounds, the simple greedy algorithm that never lets an edge go idle if it can carry a packet at a given time step, terminates within $cd$ steps; this is because any packet can be delayed by at most $c - 1$ other packets at any edge in the network.

Can we do better than $cd$? Recall our assumption that the paths $P_i$ are all edge-simple. Under this assumption, the work of [46] shows the amazing result that there exists a schedule of length $O(c + d)$ with bounded queue-sizes at each edge, independent of the topology of the network or of the paths, and the total number of packets! The proof makes heavy use of the LLL, and we just show a portion of this beautiful result here.

Henceforth, we assume without loss of generality that $c = d$, to simplify notational cluttering such as $O(c + d)$. (However, we also use both $c$ and $d$ in places where such a distinction would make the discussion clear.) As in Section 3.2, imagine giving each packet a random initial delay, an integer chosen uniformly at random and independently from $\{1, 2, \ldots, ac\}$ for a suitable absolute constant $a > 1$. We think of each packet waiting out its initial delay period, and then traversing its path $P_i$ without interruption to reach its delay. Of course this “schedule” is likely to be infeasible, since it may result in an edge having to carry more than one packet at a time step. Nevertheless, the LLL can be used to show that some such “schedules” exist with certain very useful properties, as we shall see now.

The above (infeasible) schedule clearly has a length of at most $ac + d$. Let us partition this period into frames, contiguous time intervals starting at time 1, with each frame having a length (number of time steps) of $b \ln c$ each, for a suitably large absolute constant $b$. Our basic idea is as follows. We shall prove, using the LLL, that every edge has a congestion of at most $b \ln c$ in each such frame, with positive probability. Suppose indeed that this is true; fix such a choice for the initial delays. Then, we would have essentially broken up the problem into at most $(ac + d)/(b \ln c)$ subproblems, one corresponding to each frame, wherein the congestion and the dilation are at most $b \ln c$ in each subproblem. Furthermore, we can solve each subproblem recursively and independently, and “paste together” the resulting schedules in an obvious way. Finally, the facts that:
the congestion and dilation go from $d$ to $O(\ln d)$, and

• a problem with constant congestion and dilation can be scheduled in constant time (e.g., by the above-seen greedy protocol),

will guarantee a schedule of length $(c + d) \cdot 2^{O(\log^* (c + d))}$ for us. (Let $\log^{(k)} x$ denote the logarithm iterated $k$ times, i.e., $\log^{(1)} x = \log x$, $\log^{(2)} x = \log \log x$, etc. Recall that for $x > 0$, $\log^* x$ is the very slowly growing function that equals the smallest $k$ for which $\log^{(k)} x$ is non-positive. Note that $\log^* x \leq 6$ for all practical purposes.)

We now use the LLL to prove that every edge has a congestion of at most $b\ln c$ in each frame, with positive probability. For any given edge $f$, let $E_f$ denote the event that there is some frame in which it has a congestion of more than $b\ln c$. We want to show that $\Pr[\bigwedge_f E_f] > 0$. For any given edge $f$ and any given frame $F$, let $E'(f, F)$ denote the event that the congestion of $f$ in $F$ is more than $b\ln c$. It is easy to see that the expected congestion on any given edge at any given time instant, is at most $c/ac = 1/a$, in our randomized schedule. Thus, the expectation of the congestion $C(f, F)$ of $f$ in $F$ is at most $b(\ln c)/a$. Now, crucially, using our assumption that the paths $P_i$ are edge-simple, it can be deduced that $C(f, F)$ is a sum of independent indicator random variables. Thus, by the Chernoff-Hoeffding bounds, we see that $\Pr[E'(f, F)] \leq c^{-b\ln(a/e)}$. Hence,

$$\Pr[E_f] \leq \sum_F \Pr[E'(f, F)] \leq O(c + d)c^{-b\ln(a/e)},$$

i.e., a term that can be made the reciprocal of an arbitrarily large polynomial in $c$, by just increasing the constants $a$ and $b$ appropriately. To apply the LLL, we also need to upper-bound the “dependency” among the $E_f$, which is easy: $E_f$ “depends” only on those $E_g$ where the edges $f$ and $g$ have a common packet that traverses both of them. By our definitions of $c$ and $d$, we see that each $E_f$ “depends” on at most $cd = c^2$ other events $E_g$; combined with our above upper-bound on each $\Pr[E_f]$, the LLL completes the result for us (by choosing $a$ and $b$ to be suitably large positive constants). Sophisticated use of similar ideas leads to the main result of [46]–the existence of a schedule of length $O(c + d)$ with constant-sized queues.

An interesting point is that the LLL usually only guarantees an extremely small (though positive) probability for the event being shown to exist. In the notation of Lemma 3.2, $p \gg 1/m$ in many applications, and hence the probability upper bound of $(1 - ep)^m$ is tiny, though positive. (For instance, in the applications of the LLL in the above routing result, $p$ could be $(c + d)^{-\Theta(1)}$ while $m$ could be $\Omega(N)$, where $N$ is the total number of packets; note that $c$ and $d$ could be very small compared to $N$.) In fact, it can be proven in many applications of the LLL, that the actual probability of the desired structure occurring is very small. Thus, the LLL is often viewed as proving the existence of a needle in a haystack; this is in contrast to the much weaker union bound, which, when applicable, usually also gives a good probability of existence for the desired structure (thus leading to an efficient randomized or even deterministic algorithm to produce the structure). Breakthrough work of Beck [11] showed polynomial-time algorithms to produce several structures guaranteed to exist by the LLL; these results have been generalized by Alon [3] and Molloy & Reed [54].
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While these techniques have been used to constructivize many known applications of the LLL, some applications still remain elusive (non-constructive).

For the above specific problem of routing using prespecified paths, polynomial-time algorithms have been presented in [47]. However, routing problems often need to be solved in a distributed fashion where each packet knows its source and destination and where there is no global controller who can guide the routing; significant progress toward such a distributed algorithmic analog of the above result of [46], has been made in [59]. Another interesting question is to remove the assumption on the paths \( P_i \) being edge-simple. While the edge-simplicity assumption seems natural for routing, it is not necessarily so if this routing problem is interpreted in the manner seen above as a job-shop scheduling problem.

4 Analyses based on the FKG inequality

We now move to approximation algorithms via LP-based randomized rounding. Section 4.1 presents some classical work on LP-based randomized rounding for lattice approximation and packing problems [14, 58, 57]. Section 4.2 and its Theorem 4.3 in particular, then show a somewhat general setting under which certain “bad” events can all be simultaneously avoided; the well-known FKG inequality is one basic motivation behind Theorem 4.3. Theorem 4.3 is one of the main tools that we apply in Sections 4.3 and 4.4. In Section 4.3, we sketch improved approximation algorithms for certain families of NP-hard ILPs (packing and covering integer programs) due to [69]; these improve on the packing results shown in Section 4.1. Section 4.4 briefly discusses the work of [71, 42, 9] on disjoint paths and related packing and low-congestion routing problems.

4.1 Lattice approximation and packing integer programs

For a matrix \( A \) and vector \( v \), let \((Av)_i\) denote the \( i \)th entry (row) of the vector \( Av \). Given an \( m \times n \) matrix \( A \in \{0,1\}^{m \times n} \) and a vector \( p \in \{0,1\}^n \), the lattice approximation problem is to efficiently come up with a lattice point \( q \in \{0,1\}^n \) such that \( \|Ap - Aq\|_{\infty} \) is “small” [57]. When \( A \in \{0,1\}^{m \times n} \), this is also called the linear discrepancy problem (Lovász, Spencer & Vesztergombi [50]). What we want in this problem is a lattice point \( q \) which is “close” to \( p \) in the sense of \( |Ap - Aq|_i \) being small for every row \( i \) of \( A \). If \( A \in \{0,1\}^{m \times n} \), this problem has interesting connections to the discrepancy properties of the hypergraph represented by \( A \) [50]; we will present some elements of discrepancy theory in Section 7. Furthermore, the lattice approximation problem is closely related to the problem of deriving good approximation algorithms for classes of ILPs. If we interpret one row of \( A \) as the objective function, and the remaining rows as defining the constraint matrix of an ILP, then this and related problems arise in the “linear relaxation” approach to ILPs:

(i) Solve the linear relaxation of the ILP efficiently using some good algorithm for linear programming;

(ii) View the process of “rounding” the resultant fractional solution to a good integral solution as a lattice approximation problem and solve it.
An efficient algorithm for the lattice approximation problem with a good approximation guarantee, translates to a good approximation algorithms for some classes of ILPs.

Let $Ap = b$. The LP-based randomized rounding approach to solve lattice approximation problems and their relatives, was proposed in [58, 57]: view each $p_j$ as a probability, and thus round it to 0 or 1 with the appropriate probability, independently for each $j$. Thus, our output vector $q$ is an r.v., with all of its entries being independent; for each $j$, $Pr[q_j = 1] = p_j$ and $Pr[q_j = 0] = 1 - p_j$. It is immediate that $E[q_j] = p_j$ and hence, by linearity of expectation, we have $E[(Aq)_i] = b_i$ for each $i$. Furthermore since each $(Aq)_i$ is a sum of independent r.v.s each taking values in $[0, 1]$, we see from the CH bounds that $(Aq)_i$ is quite likely to stay “close” to its mean $b_i$. However, the problem, of course, is that some $(Aq)_i$ could stray a lot from $b_i$, and we now proceed to bound the maximum extent of such deviations (with high probability).

Recall the function $F(\cdot, \cdot, \cdot)$ from the bounds (7) and (8). Let $\{\delta_i > 0 : i \in [m]\}$ and $0 < \epsilon < 1$ be such that

$$F(n, b_i, \delta_i) \leq \epsilon/(2m) \text{ and } F(n, b_i, -\delta_i) \leq \epsilon/(2m), \text{ for each } i \in [m];$$

it is clear that such a property should hold if we make each $\delta_i$ sufficiently large. For each $i \in [m]$, let $E_i$ be the “bad” event “$|(Aq)_i - b_i| \geq b_i \delta_i$.” Thus by the CH bounds and by the definition of $F(\cdot, \cdot, \cdot)$, we have

$$Pr[E_i] = Pr[(Aq)_i - b_i \geq b_i \delta_i] + Pr[(Aq)_i - b_i \leq -b_i \delta_i] \leq \epsilon/(2m) + \epsilon/(2m) = \epsilon/m, \quad (13)$$

for each $i \in [m]$.

Note that we really want to upper-bound $Pr[\bigvee_{i \in [m]} E_i]$. However, it looks hard to analyze the correlations among the $E_i$. Thus, using the union bound (12) with (13), we see that $Pr[\bigvee_{i \in [m]} E_i] \leq m \cdot (\epsilon/m) = \epsilon$ and hence, our output $q$ satisfies

$$\|q - b\|_\infty \leq d = \max_{i \in [m]} b_i \delta_i,$$

with probability at least $1 - \epsilon$. To get a handle on $d$, let $\epsilon$ be a constant, say $1/4$, lying in $(0, 1)$. One can show, using the observations of Remark 2.1, that for each $i$,

$$b_i \delta_i \leq O(\sqrt{b_i \ln m}) \text{ if } b_i \geq \ln m, \text{ and } b_i \delta_i \leq O(\ln m / \ln((2\ln m)/b_i)), \text{ otherwise.} \quad (14)$$

Thus, in particular if $b_i \geq \log m$ for each $i$, our approximation is very good. The bound of (14) can also be achieved in deterministic polynomial time by closely mimicking the above analysis [57]. A generalized version of this derandomization approach is presented by Theorem 4.3.

For the lattice approximation problem presented in this generality, bound (14) is essentially the best approximation possible. Better (non-constructive) bounds are known in some special cases: e.g., if $m = n$, $A \in \{0, 1\}^{n \times n}$ and if $p_j = 1/2$ for all $j$, then there exists $q \in \{0, 1\}^n$ such that $\|Ap - Aq\|_\infty \leq O(\sqrt{n})$ [67].

Two main ideas above where: (i) LP-based randomized rounding and (ii) identifying a set of bad events $E_i$, and applying the union bound in conjunction with large-deviation
inequalities to show that all the bad events are avoided with high probability. These ideas can be extended as follows to the setting of packing integer programs [57].

**Packing integer programs.** In a packing integer program (henceforth PIP), the variables are $x_1, x_2, \ldots, x_N$; the objective is to maximize $\sum_j w_j x_j$ where all the $w_j$ are non-negative, subject to: (i) a system of $m$ linear constraints $Ax \leq b$ where $A \in [0,1]^{m \times N}$, and (ii) integrality constraints $x_j \in \{0,1, \ldots, d_j\}$ for each $j$ (some of the given integers $d_j$ could equal infinity). Furthermore, by suitable scaling, we can assume without loss of generality that: (a) all the $w_j$’s lie in $[0,1]$; with $\max_j w_j = 1$; (b) if all entries of $A$ lie in $\{0,1\}$, then each $b_i$ is an integer; and (c) $\max_i A_{i,j} = 1$ and $B = \min_i b_i \geq 1$. The parameter $B$ will play a key role in the approximation bounds to be described.

PIPs model several NP-hard problems in combinatorial optimization. Consider, e.g., the NP-hard $B$-matching problem on hypergraphs. Given:

- a hypergraph $(V, E)$ where $E = \{f_1, f_2, \ldots, f_N\}$ with each $f_j$ being a subset of $V$;
- a positive integer $B$, and
- a non-negative weight $w_j$ for each $f_j$ (scaled w.l.o.g. so that $\max_j w_j = 1$),

the problem is to choose a maximum-weight collection of the $f_j$ so that each element of $V$ is contained in at most $B$ of the chosen $f_j$. A well-known PIP formulation with the $|V| \times N$ coefficient matrix $A$ having entries zero and one, is as follows. Let $x_j \in \{0,1\}$ denote the indicator for picking $f_j$. Then, we wish to maximize $\sum_j w_j x_j$ subject to

$$\sum_{j: \ x_j \in f_j} x_j \leq B, \quad i = 1, 2, \ldots, |V|.$$

Returning to general PIPs, we now present the approach of [57] for approximating a given PIP. (We have not attempted to optimize the constants here.) We show this result as presented in the full version of [69]. Solve the PIP’s LP relaxation, in which each $x_j$ is allowed to lie in $[0,1]$. Let $\{x_1^*, x_2^*, \ldots, x_N^*\}$ be the obtained optimal solution, with $y^* = \sum_j w_j x_j^*$. Recall that $B = \min_i b_i \geq 1$; here is an O$(m^{1/B})$-approximation algorithm. We first handle an easy case. If $y^* \leq 3e(5m)^{1/B}$, we just choose any $j$ such that $w_j = 1$; set $x_j = 1$ and $x_k = 0$ for all $k \neq j$. This is clearly an O$(m^{1/B})$-approximation algorithm.

We next move to the more interesting case where $y^* > 3e(5m)^{1/B}$. A first idea, following the lattice approximation algorithm, may be to directly conduct LP-based randomized rounding on the $x_j^*$. However, we do not need to satisfy the constraints $Ax \leq b$ here, and such direct randomized rounding could violate some of these constraints with probability very close to 1. Recall that all entries of the matrix $A$ are non-negative; furthermore, all the constraints are “$\leq$” constraints. Thus, in order to have a reasonable probability of satisfying $Ax \leq b$, the idea is to first *scale down* each $x_j^*$ appropriately, and then conduct randomized rounding. More precisely, we choose an appropriate $\gamma > 1$ and set $x_j^* = x_j^*/\gamma$ for each $j$; then, independently for each $j$, we set $x_j := \lfloor x_j^* \rfloor$ with probability $1 - (\lfloor x_j^* \rfloor - x_j^*)$, and set $x_j := \lfloor x_j^* \rfloor$ with probability $\lfloor x_j^* \rfloor - x_j^*$. 19
Let us analyze the performance of this scheme. As in the lattice approximation analysis, we define an appropriate set of bad events and upper-bound the probability of at least one of them occurring via the union bound. Define \( m + 1 \) bad events

\[
E_i \equiv ((Ax)_i > b_i), \quad i = 1, 2, \ldots, m; \quad E_{m+1} \equiv (\sum_j w_j x_j < y^*/(3\gamma)).
\]

If we avoid all these \((m + 1)\) events, we would have a feasible solution with objective function value at least \( y^*/(3\gamma) \). So, we wish to choose \( \gamma \) just large enough in order to show that

\[
\Pr\left[ \bigcup_{i \in [m+1]} E_i \right] \leq 1 - \Omega(1),
\]

say. As in the analysis of the lattice approximation problem, the plan will be to use the union bound to show that

\[
\sum_{i \in [m+1]} \Pr[E_i] \leq (1 - \Omega(1)).
\]

Choose

\[
\gamma = e(5m)^{1/B}.
\]

We can view each \( x_j \) as a sum of \( \lceil x_j' \rceil \)–many independent \( \{0, 1\} \) r.v.s, where the first \( \lceil x_j' \rceil - 1 \) are 1 with probability 1, and the last is 1 with probability \( 1 - (\lceil x_j' \rceil - x_j') \). For each \( i \in [m] \), \( (Ax)_i \) is a sum of independent r.v.s each of which takes on values in \([0, 1]\); also,

\[
E[(Ax)_i] = (Ax^*)_i/\gamma \leq b_i/\gamma.
\]

For each \( i \in [m] \), \( \Pr[E_i] = \Pr[(Ax)_i > b_i] \) can be upper-bounded by a CH bound (the function \( G \) of (9)):

\[
\Pr[(Ax)_i > b_i] \leq (e/\gamma)^{b_i} = (5m)^{-b_i/B} \leq 1/(5m),
\]

since \( b_i \geq B \). Similarly, \( \Pr[E_{m+1}] \) can be upper-bounded by a lower tail bound. For our purposes here, even Chebyshev’s inequality will suffice. Since \( y^* > 3e(5m)^{1/B} \) now by assumption, we have \( \mu = E[\sum_j w_j x_j] = y^*/\gamma \geq 3 \). So

\[
\Pr[\sum_j w_j x_j < \mu/3] \leq \Pr[|\sum_j w_j x_j - \mu| > 2\mu/3] \leq 9/(4\mu) \leq 3/4,
\]

the last inequality following from Corollary 2.1. Thus, (17) and (18) show that

\[
\sum_{i \in [m+1]} \Pr[E_i] \leq 1/5 + 3/4 = 0.95.
\]

As usual, the probability of failure can be reduced by repeating the algorithm. Thus we have a randomized approximation algorithm with approximation guarantee \( O(\gamma) = O(m^{1/B}) \) for general PIPs.

Theorem 4.1 ([57]) For any given PIP, a feasible solution with objective function value \( \Omega(y^*/m^{1/B}) \) can be efficiently computed.

Is there a way to improve the analysis above? One possible source of slack above is in the application of the union bound: could we exploit the special structure of packing problems (all data is non-negative, all constraints are of the \( \leq \) type) to improve the analysis? The answer is in the affirmative; we now present the work of [69, 9] in a general context to provide the answer. Our main goal for now is to prove Theorem 4.3, which shows a useful sufficient condition for efficiently avoiding certain collections of “bad” events \( E_1, E_2, \ldots, E_t \).
4.2 The FKG inequality and well-behaved estimators

For all of Section 4.2, we will take $X_1, X_2, \ldots, X_t$ to be independent r.v.s, each taking values in $\{0,1\}$. We will let $\vec{X} = (X_1, X_2, \ldots, X_t)$, and all events and r.v.s considered in this subsection are assumed to be completely determined by the value of $\vec{X}$.

The powerful FKG inequality originated in statistical physics [24], and a special case of it can be summarized as follows for our purposes. Given $\vec{a} = (a_1, a_2, \ldots, a_t) \in \{0,1\}^t$ and $\vec{b} = (b_1, b_2, \ldots, b_t) \in \{0,1\}^t$, let us say that $\vec{a} \preceq \vec{b}$ iff $a_i \leq b_i$ for all $i$. Define an event $\mathcal{A}$ to be increasing iff: for all $\vec{a} \in \{0,1\}^t$ such that $\mathcal{A}$ holds when $\vec{X} = \vec{a}$, $\mathcal{A}$ also holds when $\vec{X} = \vec{b}$, for any $\vec{b}$ such that $\vec{a} \preceq \vec{b}$. Analogously, event $\mathcal{A}$ is said to be decreasing iff: for all $\vec{a} \in \{0,1\}^t$ such that $\mathcal{A}$ holds when $\vec{X} = \vec{a}$, $\mathcal{A}$ also holds when $\vec{X} = \vec{b}$, for any $\vec{b} \succeq \vec{a}$.

To motivate the FKG inequality, consider, for instance, the increasing events $U = (X_1 + X_5 + X_7 \geq 2)$ and $V = (X_7 X_8 + X_9 \geq 1)$. It seems intuitively plausible that these events are positively correlated with each other, i.e., that $\text{Pr}[U|V] \geq \text{Pr}[U]$. One can make similar other guesses about possible correlations among certain types of events. The FKG inequality proves a class of such intuitively plausible ideas. It shows that any set of increasing events are positively correlated with each other; analogously for any set of decreasing events. Similarly, any increasing event is negatively correlated with any set of decreasing events; any decreasing event is negatively correlated with any set of increasing events.

**Theorem 4.2 (FKG inequality)** Let $I_1, I_2, \ldots, I_t$ be any sequence of increasing events and $D_1, D_2, \ldots, D_t$ be any sequence of decreasing events (each $I_i$ and $D_i$ completely determined by $\vec{X}$). Then for any $i \in [t]$ and any $S \subseteq [t]$,

(i) $\text{Pr}[I_i|\bigwedge_{j \in S} I_j] \geq \text{Pr}[I_i]$ and $\text{Pr}[D_i|\bigwedge_{j \in S} D_j] \geq \text{Pr}[D_i]$;

(ii) $\text{Pr}[I_i|\bigwedge_{j \in S} I_j] \leq \text{Pr}[I_i]$ and $\text{Pr}[D_i|\bigwedge_{j \in S} I_j] \leq \text{Pr}[D_i]$.

See [26, 4] for further discussion about this and related correlation inequalities.

**Well-behaved and proper estimators.** Suppose $\mathcal{E}$ is some event (determined completely by $\vec{X}$, as assumed above). A random variable $g = g(\vec{X})$ is said to be a well-behaved estimator for $\mathcal{E}$ (w.r.t. $\vec{X}$) iff it satisfies the following properties (P1), (P2), (P3) and (P4), $\forall t \leq \ell$, $\forall T = \{i_1, i_2, \ldots, i_t\} \subseteq [\ell]$, $\forall b_1, b_2, \ldots, b_t \in \{0,1\}$; for notational convenience, we let $\mathcal{B}$ denote “$\Lambda_{s=1}^t(X_{i_s} = b_s)$”.

(P1) $\mathbf{E}[g|\mathcal{B}]$ is efficiently computable;

(P2) $\text{Pr}[\mathcal{E}|\mathcal{B}] \leq \mathbf{E}[g|\mathcal{B}]$;

(P3) if $\mathcal{E}$ is increasing, then $\forall i_{t+1} \in ([\ell] - T)$, $\mathbf{E}[g|(X_{i_{t+1}} = 0) \land \mathcal{B}] \leq \mathbf{E}[g|(X_{i_{t+1}} = 1) \land \mathcal{B}]$; and

(P4) if $\mathcal{E}$ is decreasing, then $\forall i_{t+1} \in ([\ell] - T)$, $\mathbf{E}[g|(X_{i_{t+1}} = 1) \land \mathcal{B}] \leq \mathbf{E}[g|(X_{i_{t+1}} = 0) \land \mathcal{B}]$.

Taking $g$ to be the indicator variable for $\mathcal{E}$ will satisfy (P2), (P3) and (P4), but not necessarily (P1). So the idea is that we want to approximate quantities such as $\text{Pr}[\mathcal{E}|\mathcal{B}]$ “well” (in the sense of (P2), (P3) and (P4)) by an efficiently computable value ($\mathbf{E}[g|\mathcal{B}]$).
If \( g \) satisfies (P1) and (P2) (but not necessarily (P3) and (P4)), we call it a proper estimator for \( E \) w.r.t \( \vec{X} \).

For any r.v. \( X \) and event \( \mathcal{A} \), let \( E'[X] \) and \( E'[X|\mathcal{A}] \) respectively denote \( \min\{E[X],1\} \) and \( \min\{E[X|\mathcal{A}],1\} \). Let us say that a collection of events is of the same type if they are all increasing or are all decreasing. We start with a useful lemma from [69]:

**Lemma 4.1** Suppose \( \vec{X} = (X_1, X_2, \ldots, X_\ell) \) is a sequence of independent r.v.s \( X_i \), with \( X_i \in \{0,1\} \) and \( \Pr[X_i = 1] = p_i \) for each \( i \). Let \( \mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_k \) be events of the same type with respective well-behaved estimators \( h_1, h_2, \ldots, h_k \) w.r.t. \( \vec{X} \) (all the \( A_i \) and \( h_i \) completely determined by \( \vec{X} \)). Then for any non-negative integer \( t \leq \ell - 1 \) and any \( \vec{b} = (b_1, b_2, \ldots, b_t) \in \{0,1\}^t \),

\[
\prod_{i=1}^{k}(1 - E'[h_i] \bigwedge_{j=1}^{t}(X_j = b_j)) \leq (1 - p_{t+1}) \cdot \prod_{i=1}^{k}(1 - E'[h_i]((X_{t+1} = 0) \bigwedge_{j=1}^{t}(X_j = b_j)) + p_{t+1} \cdot \prod_{i=1}^{k}(1 - E'[h_i]((X_{t+1} = 1) \bigwedge_{j=1}^{t}(X_j = b_j))).
\]

**Proof:** We only prove the lemma for the case where all the \( \mathcal{E}_i \) are increasing; the proof is similar if all the \( \mathcal{E}_i \) are decreasing.

For notational convenience, define, for all \( i \in [k] \),

\[
\begin{align*}
u_i &= E[h_i \bigwedge_{j=1}^{t}(X_j = b_j)]; & u_i' &= \min\{u_i, 1\}; \\
v_i &= E[h_i((X_{t+1} = 0) \bigwedge_{j=1}^{t}(X_j = b_j)); & v_i' &= \min\{v_i, 1\}; \\
w_i &= E[h_i((X_{t+1} = 1) \bigwedge_{j=1}^{t}(X_j = b_j)); & w_i' &= \min\{w_i, 1\}.
\end{align*}
\]

We start by showing that for all \( i \in [k] \),

\[
u_i' \geq (1 - p_{t+1}) \cdot v_i' + p_{t+1} \cdot w_i'.
\]

To see this, note first that for all \( i \),

\[
0 \leq v_i \leq w_i \quad \text{(properties (P2) and (P3)), and}
\]

\[
u_i = (1 - p_{t+1}) \cdot v_i + p_{t+1} \cdot w_i.
\]

If \( u_i < 1 \) and \( w_i \leq 1 \), then \( v_i < 1 \) by (21) and hence (19) follows from (21), with equality. If \( u_i < 1 \) and \( w_i > 1 \), note again that \( v_i < 1 \) and furthermore, that \( w_i > w_i' = 1 \); thus, (19) follows from (21). Finally if \( u_i \geq 1 \), then \( u_i' = 1, w_i' = 1 \) and \( v_i' \leq 1 \), implying (19) again.
Note that \( u'_i \leq 1 \) for all \( i \). Thus, inequality (19) shows that to prove the lemma, it suffices to show that
\[
\prod_{i=1}^{k} (1 - (1 - p_{t+1}) v'_i - p_{t+1} w'_i) \leq (1 - p_{t+1}) \prod_{i=1}^{k} (1 - v'_i) + p_{t+1} \prod_{i=1}^{k} (1 - w'_i),
\]
which we now prove by induction on \( k \).

Equality holds in (22) for the base case \( k = 1 \). We now prove (22) by assuming its analog for \( k - 1 \); i.e., we show that
\[
((1 - p_{t+1}) \prod_{i=1}^{k-1} (1 - v'_i) + p_{t+1} \prod_{i=1}^{k-1} (1 - w'_i)) \cdot (1 - (1 - p_{t+1}) v'_k - p_{t+1} w'_k)
\]
is at most
\[
(1 - p_{t+1}) \prod_{i=1}^{k} (1 - v'_i) + p_{t+1} \prod_{i=1}^{k} (1 - w'_i).
\]

Simplifying, we need to show that
\[
p_{t+1} (1 - p_{t+1}) (w'_k - v'_k) \left( \prod_{i=1}^{k-1} (1 - v'_i) - \prod_{i=1}^{k-1} (1 - w'_i) \right) \geq 0,
\]
which is validated by (20).

As seen in many situations by now, suppose \( E_1, E_2, \ldots, E_t \) are all “bad” events: we would like to find an assignment for \( \vec{X} \) that avoids all of the \( E_i \). We now present an approach of [69, 9] based on the method of conditional probabilities [21, 68, 57] that shows a sufficient condition for this.

**Theorem 4.3** Suppose \( \vec{X} = (X_1, X_2, \ldots, X_\ell) \) is a sequence of independent r.v.s \( X_i \), with \( X_i \in \{0, 1\} \) for each \( i \). Let \( E_1, E_2, \ldots, E_t \) be events and \( r, s \) be non-negative integers with \( r + s \leq t \) such that:

- \( E_1, E_2, \ldots, E_r \) are all increasing, with respective well-behaved estimators \( g_1, g_2, \ldots, g_r \) w.r.t. \( \vec{X} \);
- \( E_{r+1}, \ldots, E_{r+s} \) are all decreasing, with respective well-behaved estimators \( g_{r+1}, \ldots, g_{r+s} \) w.r.t. \( \vec{X} \);
- \( E_{r+s+1}, \ldots, E_t \) are arbitrary events, with respective proper estimators \( g_{r+s+1}, \ldots, g_t \), and
- all the \( E_i \) and \( g_i \) are completely determined by \( \vec{X} \).
Then if
\[
1 - (\prod_{i=1}^{r} (1 - E'[g_i])) + 1 - (\prod_{i=r+1}^{r+s} (1 - E'[g_i])) + \sum_{i=r+s+1}^{t} E[g_i] < 1
\] (24)
holds, we can efficiently construct a deterministic assignment for \( \bar{X} \) under which none of \( E_1, E_2, \ldots, E_t \) hold. (As usual, empty products are taken to be 1; e.g., if \( s = 0 \), then \( \prod_{i=r+1}^{r+s} (1 - E'[g_i]) \equiv 1 \).)

**Proof:** Though we will not require it, let us first show that \( \Pr[\exists i \in [t] : E_i] < 1 \). This will serve as a warm-up and is also meant to provide some motivation about the expression in the left-hand-side of (24).

We can upper-bound \( \Pr[\exists i \in [r] : E_i] = 1 - \Pr[\bigwedge_{i=1}^{r} E_i] \) as
\[
1 - \Pr[\bigwedge_{i=1}^{r} E_i] \leq 1 - \prod_{i=1}^{r} \Pr[E_i] \quad \text{(FKG inequality: } E_1, \ldots, E_r \text{ are all decreasing)}
\]
\[
= 1 - \prod_{i=1}^{r} (1 - \Pr[E_i])
\]
\[
\leq 1 - \prod_{i=1}^{r} (1 - E'[g_i]);
\]
the last inequality is a consequence of (P2). Similarly,
\[
\Pr[\bigvee_{i=r+1}^{r+s} E_i] \leq 1 - \prod_{i=r+1}^{r+s} (1 - E'[g_i]).
\]

Also, for all \( i \), \( \Pr[E_i] \leq E[g_i] \) by (P2). Thus,
\[
\Pr[\exists i \in [r] : E_i] \leq \Pr[\bigvee_{i=1}^{r} E_i] + \Pr[\bigvee_{i=r+1}^{r+s} E_i] + \sum_{i=r+s+1}^{t} \Pr[E_i]
\]
\[
\leq 1 - (\prod_{i=1}^{r} (1 - E'[g_i])) + 1 - (\prod_{i=r+1}^{r+s} (1 - E'[g_i])) + \sum_{i=r+s+1}^{t} E[g_i]
\]
\[
< 1,
\]
by (24). Thus, there exists a value of \( \bar{X} \) that avoids all of \( E_1, E_2, \ldots, E_t \).

How can we efficiently find such a value for \( \bar{X} \)? Let \( p_i = \Pr[X_i = 1] \). For any \( u \leq \ell \) and any \( b = (b_1, b_2, \ldots, b_u) \in \{0, 1\}^u \), define a “potential function” \( h(u,b) \) to be
\[
2 - (\prod_{i=1}^{r} (1 - E'[g_i] \bigwedge_{j=1}^{u} (X_j = b_j))) - (\prod_{i=r+1}^{r+s} (1 - E'[g_i] \bigwedge_{j=1}^{u} (X_j = b_j))) + \sum_{i=r+s+1}^{t} E[g_i] \bigwedge_{j=1}^{u} (X_j = b_j).
\]
Note that for \( u \leq \ell - 1 \) and for each \( i \), \( E[g_i] \bigwedge_{j=1}^{u} (X_j = b_j) \) equals
\[
(1 - p_{u+1}) \cdot E[g_i]((X_{u+1} = 0) \land \bigwedge_{j=1}^{u} (X_j = b_j)) + p_{u+1} E[g_i]((X_{u+1} = 1) \land \bigwedge_{j=1}^{u} (X_j = b_j)).
\]
Combining this with Lemma 4.1, we see that if \( u \leq \ell - 1 \), then

\[
h(u, \vec{b}) \geq (1 - p_{u+1}) \cdot h(u + 1, (b_1, b_2, \ldots, b_u, 0)) + p_{u+1} \cdot h(u + 1, (b_1, b_2, \ldots, b_u, 1)).
\]

Thus,

\[
\min_{v \in \{0, 1\}} h(u + 1, (b_1, b_2, \ldots, b_u, v)) \leq h(u, \vec{b}).
\]

(25)

Consider the following algorithm, which starts with \( \vec{b} \) initialized to \( \perp \) (the empty list):

\[
\text{for } i := 1 \text{ to } \ell \text{ do:} \\
\quad b_i := \arg\min_{v \in \{0, 1\}} h(i, (b_1, b_2, \ldots, b_{i-1}, v)); \\
\quad \vec{b} := (b_1, b_2, \ldots, b_i).
\]

Starting with the initial condition \( h(0, \perp) < 1 \) (see (24)) and using (25), it is easily seen by induction on \( i \) that we maintain the property \( h(i, \vec{b}) < 1 \). Setting \( i = \ell \), we can check using (P2) that all of the \( E_i \) are avoided when \( \vec{X} = (b_1, b_2, \ldots, b_\ell) \).

Note that Theorem 4.3 works even if \( \Pr[\bigwedge_{i=1}^{\ell} E_i] \) is very small. We also remark that in many of our applications of Theorem 4.3, one of \( r \) and \( s \) will be 0, the other equaling \( t - 1 \).

### 4.3 Correlations in packing and covering integer programs

We now employ the idea of positive correlation and Theorem 4.3 in particular, to sketch the approximation algorithms for PIPs and for covering integer programs (which will be introduced at the end of this subsection) due to [69]. Positive correlation has been used for network reliability problems by Esary & Proschan [22]; see, e.g., Chapter 4.1 in Shier [64]. It has also been used for the set cover problem, an important example of covering integer programs, by Bertsimas & Vohra [15].

Given any sequence \( \vec{X} = (X_1, X_2, \ldots, X_\ell) \) of r.v.s, we will say that an event \( Z \) is an assignment event w.r.t. \( \vec{X} \), iff \( Z \) is of the form “\( \bigwedge_{i \in S}(X_i = b_i) \)”, for any \( S \subseteq [\ell] \) and any sequence of values \( b_i \). Suppose the \( X_i \)'s are all independent. Then, as mentioned in [71, 9], even conditional on any assignment event \( Z \), we can still view the \( X_i \)'s as independent: it is simply that for all \( i \in S \), \( X_i = b_i \) with probability 1. This simple idea, which is called the “independence view” in [71, 9], will be very useful. For instance, suppose we need to show for some r.v. \( g = g(\vec{X}) \) that for any assignment event \( \mathcal{A} \) w.r.t. \( X \), we can efficiently compute \( \mathbb{E}[g(\vec{X}) \mid \mathcal{A}] \). In all such situations for us here, \( g \) will be a sum of r.v.s of the form \( \prod_{i=1}^{\ell} f_{u_i}(X_{u_i}) \), where all the indices \( u_i \) are distinct. Thus, even conditional on \( \mathcal{A} \), the independence view lets us compute the expectation of this term as \( \prod_{i=1}^{\ell} \mathbb{E}[f_{u_i}(X_{u_i})] \); the understanding in this computation is that for all \( i \) such that \( u_i \in S \), \( \mathbb{E}[f_{u_i}(X_{u_i})] = f_{u_i}(b_{u_i}) \). So it will suffice if each term \( \mathbb{E}[f_{u_i}(X_{u_i})] \) is efficiently computable, which will always be the case in our applications.

Let us now return to the problem of approximating a general PIP. As before, we do the “scaling down by \( \gamma \) followed by LP-based randomized rounding” for a suitable \( \gamma > 1 \); the
key point now is that Theorem 4.3 will let us choose a $\gamma$ that is significantly smaller than the $\Theta(m^{1/B})$ of Section 4.1. Once again, the situation where $y^* \leq 3\gamma$, say, can be handled easily: we can easily construct a feasible solution of objective function value 1, thus resulting in an $O(\gamma)$ approximation (whatever the value of $\gamma$ we choose is).

So we assume that $y^* > 3\gamma$; let the bad events $E_1, E_2, \ldots, E_{m+1}$ be as in (15). Our plan is to efficiently avoid all of these via Theorem 4.3, while getting away with a $\gamma$ that is much smaller than $\Theta(m^{1/B})$. Let us start with some notation. For $i \in [m]$, define $\mu_i = E[(Ax)_i]$ and define $\delta_i \geq 0$ to be $b_i/\mu_i - 1$; let $\mu_{m+1} = E[\sum_j w_j x_j] = y^*/\gamma$ and $\delta_{m+1} = 2/3$. Then, by (9) and (10),

$$
\Pr[E_i] \leq \frac{\prod_j E[(1 + \delta_i)^{A_{i,j}x_j}]}{(1 + \delta_i)^{\mu_i(1 + \delta_i)}} \leq G(\mu_i, \delta_i), \ i = 1, 2, \ldots, m; \tag{26}
$$

$$
\Pr[E_{m+1}] \leq \frac{\prod_j E[(1 - \delta_{m+1})^{w_jx_j}]}{(1 - \delta_{m+1})^{\mu_{m+1}(1 - \delta_{m+1})}} \leq H(\mu_{m+1}, \delta_{m+1}). \tag{27}
$$

We now make the useful observation that $E_1, E_2, \ldots, E_m$ are all increasing as a function of $\tilde{x} = (x_1, x_2, \ldots, x_n)$. (Also, $E_{m+1}$ is decreasing, but this will not be very useful for us right now.) By (26) and from the above discussion regarding the “independence view” we can check that for each $i \in [m]$,

$$
g_i = \frac{\prod_j (1 + \delta_i)^{A_{i,j}x_j}}{(1 + \delta_i)^{\mu_i(1 + \delta_i)}}
$$

is a well-behaved estimator for $E_i$ (w.r.t. $\tilde{x}$). Also, as in (17), we have

$$
E[g_i] \leq (e/\gamma)^B, \ i = 1, 2, \ldots, m. \tag{28}
$$

We can also check using (27) and the independence view that

$$
g_{m+1} = \frac{\prod_j (1 - \delta_{m+1})^{w_jx_j}}{(1 - \delta_{m+1})^{\mu_{m+1}(1 - \delta_{m+1})}}
$$

is a proper estimator for $E_{m+1}$, with

$$
E[g_{m+1}] \leq e^{-2y^*/9}.
$$

Setting $r = m$, $s = 0$ and $t = m + 1$ in Theorem 4.3, we get

$$(1 - \min\{(e/\gamma)^B, 1\})^m > e^{-2y^*/9}
$$

to be a sufficient condition for efficiently avoiding all of $E_1, E_2, \ldots, E_{m+1}$. We can check that for a suitably large constant $c_1 > 0$, $\gamma = (c_1 m/y^*)^{1/(B-1)}$ suffices to satisfy this sufficient condition. Thus, we can efficiently construct a feasible solution of value

$$
\Omega(y^*/\gamma) = \Omega((c_1 y^*/m)^{1/B})^{B/(B-1)},
$$
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where $c_1 > 0$ is an absolute constant. Note that for $B$ bounded away (and of course greater than) 1, this is a good improvement on the $\Omega(y^*/m^{1/B})$ of Theorem 4.1.

An improvement can be made above in the special (but important) case where all entries of $A$ lie in $\{0, 1\}$; this is the case, e.g., for the $B$-matching problem on hypergraphs. If all entries of $A$ lie in $\{0, 1\}$, the bad event \( (Ax_i > b_i) \) is equivalent to \( (Ax_i \geq b_i + 1) \). So, (28) can be improved to $E[g_i] \leq (e/\gamma)^{B+1}$; hence we can choose $\gamma$ to be $\Theta((m/y^*)^{1/B})$ here, leading to an efficiently computable feasible solution of value $\Omega((y^*/m^{1/(B+1)})^{(B+1)/B})$.

Thus we have

**Theorem 4.4 ([69])** There is an absolute constant $c_1 > 0$ such that for any given PIP, a feasible solution with objective function value $\Omega((c_1 y^*/m^{1/B})^{B/(B-1)})$ can be efficiently computed. If all entries in the coefficient matrix $A$ of the PIP lie in $\{0, 1\}$, we can improve this to objective function value $\Omega((y^*/m^{1/(B+1)})^{(B+1)/B})$.

In particular, if $OPT$ denotes the optimal objective function value for a given $B$-matching problem on a hypergraph $(V,E)$, a solution of value $\Omega((OPT/|V|^{1/(B+1)})^{(B+1)/B})$ can be efficiently computed. For the special case where all the $w_j$ are 1 and $B = 1$, this bound of $\Omega(OPT^2/|V|)$ had been obtained earlier in [1].

Thus, rather than use the union bound to upper-bound $\Pr[\exists i \in [m+1] : \ E_i]$ as in Section 4.1, exploitation of the (desirable) correlations involved has led to the improved approximations of Theorem 4.4. As shown in [69], similar observations can be made for the NP-hard family of covering integer programs, which are in a sense dual to PIPs. In a covering integer program, we seek to minimize a linear objective function $\sum_j w_j x_j$, subject to $Ax \geq b$ and integrality constraints on the $x_j$. Once again, all the data $(A_{i,j}, b_i, c_j)$ is non-negative; also, as in PIPs, note that all the constraints “point” in the same direction. The basic idea here is to solve the LP relaxation, scale up all the fractional values given by the LP (to boost the probability of satisfying $Ax \geq b$), and then to conduct randomized rounding. Once again, the bad events $E_1, E_2, \ldots, E_m$ corresponding to the constraints getting violated are of the same type: it is just that they are all decreasing now. Thus, Theorem 4.3 can be appropriately applied here also, leading to some improved approximation bounds; the reader is referred to [69] for further details.

### 4.4 Low-congestion routing and related problems

As mentioned before, much algorithmic attention has been paid recently to various types of routing problems, due to the growth of high-speed integrated networks. One broad type of routing paradigm that we studied in Section 3.4 is packet switching or packet routing, where atomic packets move through the network, getting queued occasionally. Another main routing paradigm is circuit switching, where a connection path from source to destination is established for an appropriate duration of time, for each routing request that is admitted. Motivated by our discussion on algorithms for packing problems via Theorem 4.3, we now

Given an undirected graph $G = (V,E)$, we will let $n = |V|$ and $m = |E|$. The diameter of $G$ (the maximum length of a shortest path between any pair of vertices in $G$) will be denoted $\text{diam}(G)$. Suppose we are given $G$ and a (multi-)set $T = \{(s_i,t_i) : 1 \leq i \leq k\}$ of pairs of vertices of $G$. $\mathcal{T}' \subseteq \mathcal{T}$ is said to be realizable iff the pairs of vertices in $\mathcal{T}'$ can be connected in $G$ by mutually edge-disjoint paths. The classical maximum disjoint paths problem (henceforth MDP) is to find a realizable sub-(multi-)set of $\mathcal{T}$ of maximum cardinality. This is one of the most basic circuit-switching problems and is NP-hard. The reader is referred to [43] for much combinatorial work on disjoint paths and related problems.

A natural generalization of the MDP can be considered for situations where each connection request comes with a different demand (bandwidth request), and where link capacities may not be uniform across the network. Thus, we allow each pair $(s_i, t_i)$ to have a demand $\rho_i > 0$, and each edge $f$ of $G$ to have a capacity $c_f > 0$ [38]. $\mathcal{T}' \subseteq \mathcal{T}$ is called realizable here iff each pair of vertices in $\mathcal{T}'$ can be connected by one path in $G$, such that the total demand using any edge $f$ does not exceed $c_f$. The unsplittable flow problem (UFP) is to find a realizable $\mathcal{T}' \subseteq \mathcal{T}$ that maximizes $\sum_{(s_i,t_i) \in \mathcal{T}'} \rho_i$ [38]. (The word “unsplittable” emphasizes the requirement that if we choose to connect $s_i$ to $t_i$, then a single path must be used for the connection: the flow from $s_i$ to $t_i$ should not be split across multiple $(s_i,t_i)$-paths.) As in [38], we assume that $\forall i \forall f$, $\rho_i \leq c_f$. If all capacities $c_f$ are the same, we call the problem uniform-capacity UFP (UCUFP); by scaling all the capacities and demands uniformly, we will take the common edge capacity to be 1 for the UCUFP. Note that the MDP is a special case of the UCUFP.

Prior to the work of [71], the best approximation guarantee for the MDP on arbitrary graphs $G$ was $O(\max\{\sqrt{m}, \text{diam}(G)\})$ [38]. Also, an $O(\max\{\sqrt{m}, \text{diam}(G)\} \cdot (\min_i \rho_i^{-1}))$-approximation bound was known for the UCUFP [38]. However, for some important special classes of graphs, recent breakthrough results have led to good approximations: see [40, 38] and the references therein.

Let us in fact work with the general weighted case of the UFP, where each $(s_i, t_i)$ has a weight $w_i > 0$, with the objective being to find a realizable $\mathcal{T}' \subseteq \mathcal{T}$ that maximizes $\sum_{(s_i,t_i) \in \mathcal{T}'} w_i$. (As we did for PIPs, we assume without loss of generality that $\max_i w_i = 1$.) Approximation guarantees for the UFP are presented in [9]; for simplicity, we shall only present approximations for the UCUFP here, following [71, 9]. Let $OPT$ denote the optimal objective function value for a given UCUFP instance. Theorem 4.5 presents an efficient algorithm to construct a feasible path selection of value $\Omega(\max\{OPT^2/m, OPT/\sqrt{m}\})$. Even for the MDP, this is better than the above-seen $\Omega(OPT/ \max\{\sqrt{m}, \text{diam}(G)\})$ bound.

The approach, as for PIPs, will be to start with an appropriate LP relaxation, do a “scaling down by $\gamma$”, consider a suitable randomized rounding scheme, and then invoke Theorem 4.3. However, the details of the randomized rounding will differ somewhat from our approach for PIPs.

We start a simple lemma presented without proof. For part (iii) of the lemma, please recall the functions $\psi_i$ of Section 2.1; for a (multi-)set $S = \{a_1, a_2, \ldots, a_N\}$, we let $\psi_i(S)$
denote \( \psi_i(a_1, a_2, \ldots, a_N) \).

**Lemma 4.2** (i) If \( \mu_1(1 + \delta_1) = \mu_2(1 + \delta_2) \) where \( \mu_1 \leq \mu_2 \) and \( \mu_1, \mu_2, \delta_1, \delta_2 \geq 0 \), then \( G(\mu_1, \delta_1) \leq G(\mu_2, \delta_2) \). (ii) If \( \mu_1 \geq \mu_2 \geq 0 \) and \( \delta_1, \delta_2 \in [0, 1] \) are such that \( \mu_1(1 - \delta_1) = \mu_2(1 - \delta_2) \), then \( H(\mu_1, \delta_1) \leq H(\mu_2, \delta_2) \). (iii) Suppose \( a_1, a_2, \ldots, a_N \) are non-negative reals summing to at most \( b \). Then, \( \psi_2(a_1, a_2, \ldots, a_N) < b^2/2 \).

There is a natural ILP formulation for a given weighted instance \((G, T)\) of the ucufp. Define variables \( \{x_i \in \{0, 1\} : i \in [k]\} \), where \( x_i \) will be 1 if we connect \( s_i \) to \( t_i \) by a path. Also define variables \( \{y_{i,f} \in \{0, 1\} : i \in [k], f \in E\} \), where \( y_{i,f} \) is 1 if the path chosen (if any) for \((s_i, t_i)\), passes through \( f \). For each \( f \in E \), we have the capacity constraint \( \sum_i \rho_i y_{i,f} \leq 1 \). Linear equalities relating the \( x_i \)'s and \( y_{i,f} \)'s model, in an obvious way, the fact that \( x_i \) is the indicator for choosing an \((s_i, t_i)\)-path. Subject to the above constraints, the objective is to maximize \( \sum_i w_i x_i \). Relaxing each \( x_i \) and \( y_{i,f} \) to be a real lying in \([0, 1]\), we get a natural LP relaxation.

Henceforth, let \( \{x_{i}^*, y_{i,f}^* \in [0, 1] : i \in [k], f \in E\} \) denote an optimal solution to the LP relaxation, with objective function value \( y^* = \sum_i w_i x_i^* \). As a first step, we transform this in polynomial time into a set of flow-paths, using the standard “flow decomposition” technique [2]. This results in a set \( \{P_{i,1}, P_{i,2}, \ldots, P_{i,\ell_i}\} \) of \((s_i, t_i)\)-paths for each \( i \), where \( \ell_i \leq m \). Each path \( P_{i,j} \) carries a non-negative amount \( \rho_i z_{i,j}^* \) of flow from \( s_i \) to \( t_i \), where \( x_i^* = \sum_j z_{i,j}^* \). The capacity constraints imply that for all edges \( f \),

\[
\sum_{(i,j) : f \in P_{i,j}} \rho_i z_{i,j}^* \leq 1. \tag{29}
\]

The main result now is Theorem 4.5, showing that an appropriate LP-based randomized rounding approach works well. The rounding process is related to our approach for PIPIs. For an appropriate \( \gamma > 1 \), construct, independently for all \( i, j \), a \( \{0, 1\} \) r.v. \( z_{i,j} \) with \( \Pr[z_{i,j} = 1] = z_{i,j}^*/\gamma \). For each pair \((s_i, t_i)\), we will do the following. If at least one of the \( z_{i,j} \)'s is 1, we shall arbitrarily choose one of them, say \( z_{i,k} \), and connect \( s_i \) to \( t_i \) by path \( P_{i,k} \); otherwise if all the \( z_{i,j} \)'s are 0, we do not connect \( s_i \) to \( t_i \). Let us analyze this process.

For any \( f \in E \), the total demand requested of it is at most

\[
D_f = \sum_{(i,j) : f \in P_{i,j}} \rho_i z_{i,j}^*. \tag{30}
\]

\( D_f \) is an upper bound on the total demand finally using \( f \), since even if some \( z_{i,j} \) gets rounded to one, the path \( P_{i,j} \) may not be selected if some other \( z_{i,k} \) was also one. We have by (29) that

\[
\mathbb{E}[D_f] = \sum_{(i,j) : f \in P_{i,j}} \rho_i z_{i,j}^*/\gamma \leq 1/\gamma. \tag{31}
\]

For any \( f \in E \), let \( E_f \) denote the bad event that \( D_f > 1 \). We will show that by choosing \( \gamma \) judiciously, we can avoid all the bad events and keep the objective function reasonably high. Let \( \mathcal{R} = \{z_{i,j} : i \in [k], j \in [\ell_i]\} \) denote the underlying collection of r.v.s. We plan to employ
Theorem 4.3; to this end, we start by constructing well-behaved and proper estimators (w.r.t. \( R \)) for the events that concern us.

We start by constructing well-behaved estimators for the events \( E_f \). It will often help to treat the “small” and “large” demands separately. First suppose \( \rho_i \leq 1/2 \) for all \( i \). Consider any edge \( f \in E \). Define \( \rho'_i = 2\rho_i \) and \( D'_f = \sum_{i,j: f \in P_{i,j}} \rho'_i z_{i,j} \). Since \( \rho'_i \in [0, 1] \) for all \( i \), \( D'_f \) is a sum of independent r.v.s, each taking values in \([0, 1]\). Also, \( \mu \leq E[D'_f] \leq 2/\gamma \), by (31).

Let \( \delta = 2/\mu - 1 \), and

\[
u_f = \frac{\prod_{(i,j): f \in P_{i,j}} (1 + \delta)^{\rho'_i z_{i,j}}}{(1 + \delta)^2}.
\]

Note that \( E_f \equiv (D'_f > 2) \). Using (9), part (i) of Lemma 4.2 and the independence view, we see that \( \nu_f \) is a well-behaved estimator for \( E_f \) (w.r.t. \( R \)), with

\[
E[\nu_f] \leq G(2/\gamma, \gamma - 1).
\]

We next consider the case where \( \rho_i \geq 1/2 \) for all \( i \). Here, even if we condition on any assignment event w.r.t. \( R \), \( D_f > 1 \) holds only if \( \sum_{i,j: f \in P_{i,j}} z_{i,j} > 2 \). Thus, defining \( v_f = \psi_2(\{ z_{i,j} : f \in P_{i,j} \}) \), the independence view can be used to show that \( v_f \) is a well-behaved estimator for \( E_f \) w.r.t. \( R \). Also, as \( \rho_i \geq 1/2 \) for all \( i \), (31) implies that \( \sum_{(i,j): f \in P_{i,j}} E[z_{i,j}] \leq 2/\gamma \). This, along with part (iii) of Lemma 4.2, shows that

\[
E[v_f] \leq 2/\gamma^2.
\]

Our next step is to construct a proper estimator for the bad event that the objective function value is too small. Since the objective function for us is slightly more complicated than that of the PIPs of Section 4.3, we will need a little more work. We start with some useful notation. For each \( i \in [k] \), let \( Z_i \) be the r.v. that is 1 if at least one of the \( z_{i,j} \)'s is 1, and let \( Z_i \) be 0 if all the \( z_{i,j} \)'s are 0. For any \( T \subseteq [k] \), define \( y_T = \sum_{i \in T} \sum_{j: f \in P_{i,j}} x_{i,j} \) and \( Z(T) = \sum_{i \in T} Z_i \).

Consider any \( T \subseteq [k] \). We now construct a proper estimator \( p_T \) for the (bad) event \( "Z(T) < y_T^*/(2/\gamma)" \) (w.r.t. \( R \)). Noting that \( Z(T) = \sum_{i \in T} Z_i \), we see that \( Z(T) \) is a sum of independent random variables, each lying in \([0, 1]\). Since

\[
E[Z(T)] = \sum_{i \in T} w_i E[Z_i],
\]

\( \mu_1 = E[Z(T)] \) is efficiently computable. Let us lower-bound \( \mu_1 \) first. For each \( i \in T \),

\[
Pr[Z_i = 1] = 1 - \prod_j (1 - z_{i,j}^*/\gamma) \geq 1 - e^{-(\sum_j z_{i,j}^*)/\gamma} = 1 - e^{-(1 - 1/e)/\gamma} \geq x_i^*(1 - 1/e)/\gamma;
\]

the last inequality follows from the fact that for all \( y \in [0, 1] \), \( 1 - e^{-y} \geq y(1 - 1/e) \). Thus, by (34), \( \mu_1 \geq \sum_{i \in T} w_i x_i^*(1 - 1/e)/\gamma = y_T^*(1 - 1/e)/2\gamma \).

In order to construct our proper estimator \( p_T \), we next define \( \delta_1 \in (0, 1) \) by \( \mu_1(1 - \delta_1) = y_T^*(1 - 1/e)/(2\gamma) \). Thus, if we define

\[
p_T = \frac{\prod_{i \in T} (1 - \delta_1)^{w_i Z_i}}{(1 - \delta_1)^{(1 - \delta_1)\mu_1}},
\]
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we see from (10), part (ii) of Lemma 4.2 and the independence view that \( p_T \) is indeed a proper estimator as desired. Also, since \( \mu_1 \geq y^*_T(1 - 1/e)/\gamma \), (10) shows that

\[
E[p_T] \leq H(y^*_T(1 - 1/e)/\gamma, 1/2).
\] (35)

As mentioned above, we will treat the “small” and “large” demands separately. We partition \([k] \)

\[
S_0 = \{i \in [k] : \rho_i \leq 1/2\} \text{ and } S_1 = \{i \in [k] : \rho_i > 1/2\}.
\]

**Theorem 4.5** For any weighted instance of the UCUFP, we can efficiently construct a feasible path-selection with objective function value \( \Omega((y^*)^2/m, y^*/\sqrt{m}) \).

**Proof:** We first show an \( \Omega((y^*)^2/m) \) bound, and then show how it easily implies an \( \Omega(y^*/\sqrt{m}) \) bound.

Define \( S = S_0 \) if \( y^*_S \geq y^*_S \), and \( S = S_1 \) otherwise; thus, \( y^*_S \geq y^*/2 \). Theorem 4.3 and the well-behaved and proper estimators that we constructed above, will now help us show how to do a feasible path selection for \( S \) with objective function value \( \Omega((y^*_S)^2/m) = \Omega((y^*)^2/m) \).

First suppose \( S = S_0 \). By (32), \( E[u_f] \leq e^2/\gamma^2 \) holds for all \( f \in E \); also, (35) shows that \( E[p_S] \leq H(y^*_S(1 - 1/e)/\gamma, 1/2) \leq H(y^*(1 - 1/e)/(2\gamma), 1/2) \), since \( y^*_S \geq y^*/2 \). For a suitably large constant \( c_2 \), \( \gamma = c_2m/y^* \) satisfies \( (1 - e^2/\gamma^2)^m \geq H(y^*(1 - 1/e)/(2\gamma), 1/2) \); thus we have

\[
1 - (\prod_{f \in E} (1 - E^*[u_f])) + E[p_S] < 1.
\] (36)

As seen above, \( u_f \) and \( p_S \) are well-behaved and proper estimators for the events \( E_f \) and \( \text{“}Z(S) = y^*_S(1 - 1/e)/(2\gamma)\text{“} \) respectively. Also, all the events \( E_f \) are increasing. Thus, (36) and Theorem 4.3 show that if \( S = S_0 \), we can efficiently do a feasible path selection for \( S \) with objective function value \( \Omega((y^*)^2/m) \).

The case \( S = S_1 \) is similar. Recall that \( E[v_f] \leq 2/\gamma^2 \), by (33). The desired analog of (36) now is

\[
1 - (\prod_{f \in E} (1 - E^*[s_f])) + E[p_S] < 1.
\]

Thus, it suffices if \( (1 - 2/\gamma^2)^m \geq H(y^*(1 - 1/e)/(2\gamma), 1/2) \), which is again ensured by taking \( \gamma = c_2m/y^* \).

We have shown an \( \Omega((y^*)^2/m) \) bound; let us now show an \( \Omega(y^*/\sqrt{m}) \) bound. If \( y^* \geq \sqrt{m} \), it immediately follows from the \( \Omega((y^*)^2/m) \) bound. If \( y^* < \sqrt{m} \), we simply choose a \( j \) such that \( w_j = 1 \) and connect \( s_j \) to \( t_j \). (We assume without loss of generality that there is an \((s_i, t_i)\)-path for each \( i \).

Thus we see an application of the framework of Theorem 4.3 to a family of hard low-congestion routing problems.
5 Analyses via the Janson-Łuczak-Ruciński inequality

A major breakthrough concerning random graphs was made in the work of [34]. A key point from there of relevance in our context is the handling of results in a direction opposite to that of the FKG inequality. For instance, for certain types of decreasing events $\mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_k$, the probability of all the $\mathcal{E}_i$ occurring is upper-bounded well in [34] (a reasonable lower bound is immediate via FKG). We refer the reader to [34] and to Chapter 8 of [4] for more details. A result related to these has been given a very simple and elegant proof by Boppana & Spencer [16]; their proof approach is one of the main motivations for some of the work of this section.

The reader is referred to Section 4.4 for notation and results related to low-congestion routing. We borrow all notation from Section 4.4, with the exception that we now let $\{x^*_i, y^*_i, f \in [0,1] : i \in [k], f \in E\}$ be any feasible (not necessarily optimal) solution to the LP relaxation, with $y^* = \sum_i w_i x^*_i$ as before. We shall now sketch some further work of [71, 9] on approximating the ucufp; though the same results have been obtained for the more general UFP in [9], we just handle the ucufp with all capacities being at most half, for simplicity. Let $d$ denote the maximum length (i.e., number of edges) of the flow-paths $P_{i,j}$ obtained from flow-decomposition as in Section 4.4; this parameter will be crucial for this section. Our main approximation algorithm here, Theorem 5.1, is parametrized by $d$; some reasons for $d$ being an interesting parameter are sketched following the proof of Theorem 5.1. The work described in this section is essentially from [71, 9]. We briefly sketch some related interesting results of [42] at the end of this section.

We now work toward Theorem 5.1; as mentioned above, one of the key issues will be the handling of inequalities that go in a direction opposite to that of the FKG inequality. One further interesting aspect that will be revealed in the proof of Theorem 5.1 is as follows. In the proof of Theorem 4.3, we could round the underlying variables in any order. In the proof of Theorem 5.1, however, we will need to tackle situations where we may need to re-order the underlying variables on the fly.

We start by presenting a useful idea from [16]. Suppose we wish to estimate a probability of the form

$$\Pr[\mathcal{E} \mid (\bigwedge_{r \in [t]} U_r) \land (\bigwedge_{r' \in [t]} U'_{r'})], \tag{37}$$

where $\mathcal{E}$ is independent of any Boolean combination of the events $U_1, U_2, \ldots, U_t$. Suppose $t$ is “small” or, more generally, suppose the events $U_1, U_2, \ldots, U_t$ do not have “too much influence” on $\mathcal{E}$. We may then expect that by imposing some further (hopefully not very restrictive) conditions, the above probability will be approximately equal to the unconditional probability, $\Pr[\mathcal{E}]$. Indeed, this is one of the key ideas behind the Lovász Local Lemma, in situations where we need to upper bound probabilities such as (37). We will see more of this in Section 6.

What if we require a lower bound on (37)? An idea from [16] is to proceed as follows. Note the inequality $\Pr[A \mid (B \land C)] \geq \Pr[(A \land B) \mid C]$. Thus we have

$$\Pr[\mathcal{E} \mid (\bigwedge_{r \in [t]} U_r) \land (\bigwedge_{r' \in [t]} U'_{r'})] \geq \Pr[\mathcal{E} \land (\bigwedge_{r \in [t]} U_r) \mid (\bigwedge_{r' \in [t]} U'_{r'})]$$

32
(b) In particular, suppose is that none of the capacity constraints are violated; i.e., $E$ is an event of the form “\(z_{i,j} = 1\)”. Suppose $\mathcal{E}' \equiv (\bigwedge_{r \in [t]} U_r) \wedge (\bigwedge_{r' \in [t]} U'_r)$ is that none of the capacity constraints are violated; i.e., $\mathcal{E}' \equiv (\bigwedge_{r \in [t]} U_r) \wedge (\bigwedge_{r' \in [t]} U'_r)$. Unfortunately, by the FKG inequality, “negative correlation” implies an upper bound: $\Pr[\mathcal{E} \mid \mathcal{E}'] \leq \Pr[\mathcal{E}]$.

Thus, in particular, if $t$ is “small”, then (37) may not be much smaller than $\Pr[\mathcal{E}]$.

Once again, the reader is asked to review the notation of Section 4.4. To place (38) in our context, suppose $\mathcal{E}$ is an event of the form “\(z_{i,j} = 1\)”. Suppose $\mathcal{E}' \equiv (\bigwedge_{r \in [t]} U_r) \wedge (\bigwedge_{r' \in [t]} U'_r)$ is that none of the capacity constraints are violated; i.e., $\mathcal{E}' \equiv (\bigwedge_{r \in [t]} U_r) \wedge (\bigwedge_{r' \in [t]} U'_r)$. Informally, in attempting to show that we can simultaneously satisfy all capacity constraints and still keep the objective function “high”, we would like to lower-bound probabilities such as $\Pr[\mathcal{E} \mid \mathcal{E}']$. Unfortunately, by the FKG inequality, “negative correlation” implies an upper bound: $\Pr[\mathcal{E} \mid \mathcal{E}'] \leq \Pr[\mathcal{E}]$.

Let us see why bounds such as (38) help in such situations. Recall that $z_{i,j}$ is the indicator variable for path $P_{i,j}$ being chosen, and that $P_{i,j}$ has at most $d$ edges by definition of $d$. Think of $d$ as “small”. Now, $\mathcal{E}'$ is a conjunction of $m$ events, one each for the capacity constraint of each edge $f \in E$. Since all the flow-paths are rounded independently, our event $\mathcal{E}$ is independent of all but at most $d$ of the events that constitute $\mathcal{E}'$. As seen above, this is a type of situation where (38) could be a good lower-bound on (37). The proof of Lemma 5.1 expands on this intuition in our UCUF setting.

We return to the UCUF. Recall that by scaling, we can assume that all capacities are 1. Also, as mentioned above, we only work with the case where all demands $\rho_i$ are at most a half, here; the reader is referred to [71, 9] for the general case. Our main result now will be Theorem 5.1, which shows how to do a feasible path selection with objective function value $\Omega(y^*/d)$.

Define, for all \((f, i, j)\) such that $f \in P_{i,j}$,
$$D_f(i, j) = D_f - \rho_i z_{i,j} = \sum_{(r,s) \neq (i,j): f \in P_{r,s}} \rho_r z_{r,s}. \quad (39)$$

Recall that $k$ denotes the number of connection requests \((s_i, t_i)\). Also, as before, for each $i \in [k]$, $Z_i$ is the indicator r.v. for the event “\((\exists j: z_{i,j} = 1)\)”; $\mathcal{Z}([k])$ is the random variable denoting the objective function value.

**Lemma 5.1** For any set $X$ of pairs \((i, j)\) and any set of \(\{0, 1\}\) values \(\{b_{i,j} \in \{0, 1\} : (i, j) \in X\}\), let $\mathcal{A}$ denote the assignment event that “\(\forall (i, j) \in X, z_{i,j} = b_{i,j}\)”. Suppose $\Pr[\bigwedge_{f \in E} \overline{E}_f \mid \mathcal{A}] > 0$. Then:

(a) For any $i$, $\mathbb{E}[Z_i | (\mathcal{A} \wedge (\bigwedge_{f \in E} \overline{E}_f))]$ is at least
$$\left(\sum_j \Pr[z_{i,j} = 1 | \mathcal{A}]\right)(1 - \sum_{f \in P_{i,j}} \Pr[D_f(i, j) > (1 - \rho_i) | \mathcal{A}]) - \sum_{j < j'} \Pr[(z_{i,j} = z_{i,j'} = 1) | \mathcal{A}] - \sum_j \Pr[z_{i,j} = 1].$$

(b) In particular, suppose $\gamma \geq 2$ and that $\forall i \forall j \forall f \in P_{i,j}$, $\Pr[D_f(i, j) > (1 - \rho_i)] \leq 1/(2d)$. Then,
$$\Pr[\bigwedge_{f \in E} \overline{E}_f \mid \mathcal{A}] > 0 \text{ and } \mathbb{E}[\mathcal{Z}([k]) \mid \bigwedge_{f \in E} \overline{E}_f] \geq y^*/(4\gamma).$$
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Proof: (a) Fix $i$. Define, for each $j$,
\[
g(j) \equiv \Pr[z_{i,j} = 1 \mid (\mathcal{A} \land ( \bigwedge_{f' \notin P_{j,i}} E_{f'}))] - \sum_{j} \Pr[(z_{i,j} = 1) \land (D_f > 1) \mid (\mathcal{A} \land ( \bigwedge_{f' \notin P_{j,i}} E_{f'}))]. \tag{40}
\]
As before, even conditional on $\mathcal{A}$, the “independence view” lets us take all the $z_{i,j}$’s as independent. Now, $(Z_i = 1) \equiv (\exists j : z_{i,j} = 1)$. We have
\[
\mathbb{E}[Z_i \mid (\mathcal{A} \land ( \bigwedge_{f' \notin P_{j,i}} E_{f'}))] \geq \sum_j \Pr[z_{i,j} = 1 \mid (\mathcal{A} \land ( \bigwedge_{f' \notin P_{j,i}} E_{f'}))] - \sum_{j} \Pr[z_{i,j} = z_{i,j'} = 1 \mid (\mathcal{A} \land ( \bigwedge_{f' \notin E} E_{f'}))] \\
\geq (\sum_j g(j)) - \sum_{j < j'} \Pr[z_{i,j} = z_{i,j'} = 1 \mid (\mathcal{A} \land ( \bigwedge_{f' \notin E} E_{f'}))]. \tag{41}
\]
The first bound is a consequence of inclusion-exclusion; the reader is invited to check that (41) follows from the independence view and the discussion above about (38) and its applications.

We now lower-bound the expression in (41). Fix $j$. By the independence view, we can check that
\[
\Pr[z_{i,j} = 1 \mid (\mathcal{A} \land ( \bigwedge_{f' \notin P_{j,i}} E_{f'}))] = \Pr[z_{i,j} = 1 \mid \mathcal{A}] \tag{42}
\]
All remaining applications of the FKG inequality will be favorable to us. Consider any $f \in P_{i,j}$. By the independence view, even conditional on $\mathcal{A}$: (i) all the underlying random variables are still independent, and (ii) the event “$(z_{i,j} = 1) \land (D_f > 1)$” is increasing as a function of the underlying random variables, while “$\bigwedge_{f' \notin P_{j,i}} E_{f'}$” is decreasing. Thus, by the FKG inequality,
\[
\Pr[(z_{i,j} = 1) \land (D_f > 1) \mid (\mathcal{A} \land ( \bigwedge_{f' \notin P_{j,i}} E_{f'}))] \leq \Pr[(z_{i,j} = 1) \land (D_f > 1) \mid \mathcal{A}] \\
= \Pr[(z_{i,j} = 1) \land D_f(i,j) > 1 - \rho_i \mid \mathcal{A}] \tag{43}
\]
Since $D_f(i,j)$ involves only variables other than $z_{i,j}$, the independence view yields
\[
\Pr[(z_{i,j} = 1) \land (D_f(i,j) > (1 - \rho_i)) \mid \mathcal{A}] = \Pr[z_{i,j} = 1 \mid \mathcal{A}] \cdot \Pr[D_f(i,j) > (1 - \rho_i) \mid \mathcal{A}] \tag{44}
\]
Next, as above, the independence view and the FKG inequality combine to show, for $j \neq j'$, that
\[
\Pr[z_{i,j} = z_{i,j'} = 1 \mid (\mathcal{A} \land ( \bigwedge_{f' \in E} E_{f'}))] \leq \Pr[z_{i,j} = z_{i,j'} = 1 \mid \mathcal{A}] \tag{45}
\]
Substituting (40), (42), (43), (44) and (45) into (41) completes the proof of part (a).

(b) First, since $\gamma > 1$, there is a nonzero probability that all the $z_{i,j}$ are 0. So $\Pr[\bigwedge_{f \in E} E_f] > 0$.

Recall next that $\forall i, \sum_j \Pr[z_{i,j} = 1] = x_i^* / \gamma$. Thus, by part (iii) of Lemma 4.2,
\[
\sum_{j < j'} \Pr[z_{i,j} = z_{i,j'} = 1] \leq \frac{(x_i^*/\gamma)^2}{2} \leq \frac{x_i^*/(4\gamma)}{2}.
\]
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the last inequality following since \( x_i^* \in [0, 1] \) and \( \gamma \geq 2 \). Also, since each \( P_{i,j} \) has at most \( d \) edges, we see, by setting \( X = \emptyset \) and \( A \) to be the tautology in part (a), that for all \( i \),

\[
\mathbb{E}[Z_i \mid \bigwedge_{f \in E} E_f] \geq (\sum_j \Pr[z_{i,j} = 1] (1 - d/(2d))) - x_i^*/(4\gamma) = x_i^*/(2\gamma) - x_i^*/(4\gamma) = x_i^*/(4\gamma).
\]

Thus, \( \mathbb{E}[Z([k]) \mid \bigwedge_{f \in E} E_f] \geq (\sum_i w_i x_i^*)/(4\gamma). \)

Recall our approximation algorithm of Section 4.4, which was motivated in part by the methods of Section 4.3. One key point about this approach is that the objective function is treated separately from the constraints, by applying a union bound. However, we now have Lemma 5.1, which shows lower bounds on the expected objective function value even conditional on, e.g., the event that all capacity constraints are obeyed. This will let us handle the capacity constraints and objective function together, which is a key driver of our approximation guarantee that is parametrized by \( d \). We demonstrate this through our next main theorem:

**Theorem 5.1** ([71, 9]) **Suppose all the demands are at most 1/2 and all capacities are 1 in a given UCUFP instance. We can round the \( z_{i,j} \)’s in deterministic polynomial time to produce a feasible path selection that has objective function value \( \Omega(y^*/d) \).**

**Proof:** Choose \( \gamma = 4d \). For any \( f, i, j \),

\[
\Pr[D_f(i,j) > (1 - \rho_i)] \leq \Pr[D_f(i,j) > 1/2] \leq 2 \cdot \sum_{(r,s) \neq (i,j): f \in P_{r,s}} \rho_r \Pr[z_{r,s} = 1] \quad \text{(Markov’s inequality)} \quad (46)
\]

\[
\Pr[D_f(i,j) > 1/2] \leq 2 \cdot \mathbb{E}[D_f] \leq 2/\gamma = 1/(2d). \quad (47)
\]

Thus, by part (b) of Lemma 5.1, there exists a rounding that does a feasible path selection with objective function value \( \Omega(y^*/d) \). We now show how to turn this into an efficient algorithm, by rounding the \( z_{i,j} \)’s one-by-one.

Assume inductively, for some set \( X \) of pairs \( (i, j) \) and some set \( Y = \{ b_{i,j} \in \{0, 1\} : (i, j) \in X \} \), that we have already rounded \( z_{i,j} \) to \( b_{i,j} \), \( \forall (i, j) \in X \). Let \( A \) denote the event that \( \forall (i, j) \in X, z_{i,j} = b_{i,j} \). (\( X = Y = \emptyset \) when we start our algorithm.) As in the proof of Lemma 5.1, even conditional on \( A \), we can take the independence view that all the \( z_{i,j} \)’s are independent. Suppose we define a potential function \( \Phi(A) \) to be

\[
\sum_i w_i ((\sum_j \Pr[z_{i,j} = 1] (1 - 2 \sum_{f \in P_{i,j}, (r,s) \neq (i,j): f \in P_{r,s}} \rho_r \Pr[z_{r,s} = 1])) - \sum_{j < j'} \Pr[z_{i,j} = 1] \cdot \Pr[z_{i,j'} = 1]),
\]

with the convention that \( \forall (i, j) \in X, \Pr[z_{i,j} = b_{i,j}] = 1 \). Note that (46) holds even when the probabilities in its l.h.s. and r.h.s. are computed conditional on \( A \). Thus, Lemma 5.1(a) and our independence view show that

\[
\mathbb{E}[Z([k]) \mid (A \land (\bigwedge_{f \in E} E_f))] \geq \Phi(A).
\]
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Our inductive requirements on \( X \) and \( \mathcal{A} \) are: \((Q1)\) \( \Pr[\bigwedge_{f \in E} \overline{E}_f \mid \mathcal{A}] > 0 \), and \((Q2)\) \( \Phi(\mathcal{A}) \geq y^*/(4\gamma) \). By (46), (47) and part (b) of Lemma 5.1, \((Q1)\) and \((Q2)\) are satisfied initially, when \( X = \emptyset \). Given that some \( \mathcal{A} \) satisfies \((Q1)\) and \((Q2)\), we now show how to add one or more new elements to \( X \) and update \( \mathcal{A} \) appropriately, to maintain \((Q1)\) and \((Q2)\).

If we have rounded all the \( z_{i,j} \)'s and still maintain \((Q1)\) and \((Q2)\), we see by (49) that we have made a feasible path selection of value at least \( y^*/(4\gamma) \).

Let \( (i, j) \notin X \) be arbitrary. We wish to decide which way to round \( z_{i,j} \). Define \( \mathcal{A}_0 \) to be \( \mathcal{A} \land (z_{i,j} = 0) \), and \( \mathcal{A}_1 \) to be \( \mathcal{A} \land (z_{i,j} = 1) \). For each \( f \in E \), define

\[
\cd_{\mathcal{A}}(f) = \sum_{(r,s) \in X : f \in P_{r,s}} \rho_{r,s} b_{r,s};
\]

since we have rounded \( z_{r,s} \) to \( b_{r,s} \) for each \( (r, s) \in X \), this is the demand that we have so far committed on \( f \). Now, if there is an edge \( f \) belonging to \( P_{i,j} \) such that \( \cd_{\mathcal{A}}(f) > 1 - \rho_i \), then rounding \( z_{i,j} \) to 1 will violate the capacity constraint on \( f \):

\[
\Pr[\bigwedge_{f \in E} \overline{E}_f \mid \mathcal{A}_1] = 0.
\]  

(50)

Otherwise, suppose that \( \forall f \in P_{i,j}, \cd_{\mathcal{A}}(f) \leq 1 - \rho_i \). Since \( \gamma < 1 \), there is a nonzero probability that all the yet-unrounded variables get rounded to 0; so,

\[
\Pr[\bigwedge_{f \in E} \overline{E}_f \mid \mathcal{A}_0] > 0, \quad \text{and} \quad \Pr[\bigwedge_{f \in E} \overline{E}_f \mid \mathcal{A}_1] > 0.
\]  

(51)

Our algorithm is thus as follows. There are two possibilities:

\((C1)\): \( \exists (i, j) \notin X : \forall f \in P_{i,j}, \cd_{\mathcal{A}}(f) \leq 1 - \rho_i \), and

\((C2)\): \( \forall (i, j) \notin X : \exists f \in P_{i,j}, \cd_{\mathcal{A}}(f) > 1 - \rho_i \).

Suppose \((C1)\) holds. We have

\[
\Phi(\mathcal{A}) = \mathbb{E}[\left( \sum_u w_u \sum_v z_{u,v} (1 - 2 \sum_{f \in P_{u,v}} \sum_{(r,s) \in P_{r,s}, f} \rho_{r,s} z_{r,s}) \right) - \sum_u w_u \sum_{v < v'} z_{u,v} \cdot z_{u,v'}]
\]  

(52)

by the independence view. Thus, \( \Phi(\mathcal{A}) \) is a convex combination of \( \Phi(\mathcal{A}_0) \) and \( \Phi(\mathcal{A}_1) \): so there exists a \( b \in \{0, 1\} \) such that \( \Phi(\mathcal{A}_b) \geq \Phi(\mathcal{A}) \). Furthermore, \( \Pr[\bigwedge_{f \in E} \overline{E}_f \mid \mathcal{A}_b] > 0 \), from (51). Importantly, \( b \) can be computed efficiently since the potential function is efficiently computable. Thus, adding \( (i, j) \) to \( X \) and rounding \( z_{i,j} \) to \( b \) (i.e., setting \( \mathcal{A} := \mathcal{A}_b \)), will maintain \((Q1)\) and \((Q2)\).

On the other hand, suppose \((C2)\) is true. Then, by (50), rounding any yet-unrounded \( (i, j) \) to 1 will make \( E_f \) true for some \( f \in E \). But, we are assured by (49), \((Q1)\) and \((Q2)\) that there exists a rounding of the yet-unrounded variables, such that \( \overline{E}_f \) holds for all \( f \in E \) and such that \( Z([k]) \geq y^*/(4\gamma) \). Thus, the only possible valid rounding for all remaining variables is to set them to 0, and this is guaranteed to be a feasible path selection (\( \overline{E}_f \) holds for all \( f \in E \)) with objective function value at least \( y^*/(4\gamma) \).
Thus, in both cases (C1) and (C2), we can successfully keep rounding the variables. So we have a deterministic polynomial-time algorithm that outputs a feasible path selection of value $\Omega(y^*/d)$. \[\]

As mentioned before, one other way in which the above approach differs from the previous such approaches, is that the underlying variables cannot be rounded in any arbitrary pre-imposed order, but may have to be re-ordered dynamically.

We now sketch some applications of Theorem 5.1. Recall a classical graph invariant, the (edge-)expansion. Given an undirected graph $G = (V, E)$ and any $S \subseteq V$, let $\delta(S)$ denote the set of edges of $G$ that have precisely one end-point in $S$. The edge-expansion of $G$, $\beta = \beta(G)$, is defined to be
\[
\min_{S \subseteq V : |S| \leq n/2} |\delta(S)|/|S|.
\]
Expansion is well-known to be of much importance in routing. For instance, graphs with a “high” value of $\beta$ have provably good routability and fault-tolerance properties; the reader is referred to [45]. Let $\Delta = \Delta(G)$ denote the maximum degree of the vertices of $G$.

Given an instance $(G, T)$ of the ucufp, let $\alpha^*(T)$ denote the optimum value of the LP relaxation studied above. Then, a nice result of [39] shows the following: for any constant $\epsilon > 0$, there exists a feasible solution to the LP relaxation with:

- objective function value at least $\alpha^*(T)/(1 + \epsilon)$, and such that
- all flow-paths have length at most $d_0 = O(\Delta^2 \beta^{-2} \log^3 n)$.

We can easily add the linear constraints that “all flow paths are of length at most $d_0$” to our LP relaxation; thus, by Theorem 5.1, we have an $O(\Delta^2 \beta^{-2} \log^3 n)$-approximation algorithm for the ucufp. The case of “small” (say, constant) $\Delta$ and “reasonably large” (say, $\Omega(1/polylog(n))$) $\beta$ is a typical property of well-known interconnection networks such as the butterfly. Thus, for such graphs in particular, we get good approximations for the ucufp. Furthermore, the flow-paths are sometimes required to be “short”; in such cases, if $d$ is bounded by a constant, Theorem 5.1 shows a constant-factor approximation algorithm for the ucufp.

In recent interesting work, Kolliopoulos & Stein [42] have matched the result of Theorem 5.1 and nearly (i.e., to within a small polylogarithmic factor) matched Theorem 4.5 for weighted instances of the UFP. In work done independently of [42], the bounds of Theorems 4.5 and 5.1 have been generalized in [9] to weighted instances of the UFP.

Also, a class of integer programs (column-restricted packing integer programs) related to PIPs and to the UFP have been proposed and analyzed in [42]. See [42, 9] for approximation algorithms for this class, and applications to certain families of packing integer programs.

Finally, we mention that in recent work on approximating the group Steiner tree problem [25], a “correlations opposite to FKG” situation has been handled via an inequality related to [34].
6 Applications of an extension of the Lovász Local Lemma

The main theme of most of Sections 4 and 5 has been the use of appropriate correlation inequalities to present improved analyses of LP-based randomized rounding in various contexts. We continue this thread here. We present an extension of the Lovász Local Lemma and some of its applications, following [70]. Also, the parametrization of the UCUF by $d$ in Section 5 can basically be seen as a column sparsity condition on the corresponding ILP: all columns have at most $d$ nonzero entries. We also follow Section 5 in this sense: the primary results of this section will be improved analyses of LP-based randomized rounding for a family of column-sparse ILPs.

To motivate the combinatorial optimization problems considered, let us return to the mdp. In the mdp, we attempt to route a maximum-weight sub-collection of the given (multi-)set of requests $T = \{(s_i, t_i) : i \in [k]\}$, subject to the capacity constraints. But what if we indeed need to route all the pairs $(s_i, t_i)$? One natural question here is how to do the routing to minimize congestion—the maximum number of chosen paths that use any given edge. This NP-hard problem has also been studied earlier in the context of global routing in VLSI gate arrays [58]. This problem is a member of a class of integer programs that we introduce in Section 6.1 using the name minimax integer programs. Section 6.1 presents the union-bound based analysis of LP-based randomized rounding for MIPs, due to [58]. We then present the extended LLL in Section 6.2 and sketch how it can be employed to analyze the same randomized rounding scheme better.

6.1 Minimax integer programs and union-bound based analysis

We start by defining the minimax integer programs (MIPs) as in [70].

**Definition 6.1** An MIP has variables $W$ and $\{x_{i,j} : i \in [n], j \in [\ell_i]\}$, for some integers $\{\ell_i\}$. Let $N = \sum_{i\in[n]} \ell_i$ and let $x$ denote the $N$-dimensional vector of the variables $x_{i,j}$ (arranged in any fixed order). An MIP seeks to minimize a real $W$, subject to:

(i) Equality constraints: $\forall i \in [n]$ $\sum_{j\in[\ell_i]} x_{i,j} = 1$;

(ii) a system of linear inequalities $Ax \leq \vec{W}$, where $A \in [0,1]^{m \times N}$ and $\vec{W}$ is the $m$-dimensional vector with the variable $W$ in each component, and

(iii) Integrality constraints: $x_{i,j} \in \{0,1\}$ $\forall i,j$.

To see what problems MIPs model, note, from constraints (i) and (iii), that for all $i$, any feasible solution will make the set $\{x_{i,j} : j \in [\ell_i]\}$ have precisely one 1, with all other elements being 0. Thus, MIPs model many “choice” scenarios. For instance, consider the “congestion minimization” version of the edge-disjoint paths problem. We have an undirected graph $G$ and a (multi-)set of vertex-pairs $T = \{(s_i,t_i) : i \in [k]\}$. We wish to find one $(s_i,t_i)$-path in $G$ for each $i$, such that the maximum congestion on any edge $f$ in $G$ (the number of paths
Lemma 6.1

a. \( \forall \mu > 0 \ \forall p \in (0,1) \ \exists \delta = D(\mu, p) > 0 \) such that: (i) \( G(\mu, \delta) \leq p \), and (ii)
\[
D(\mu, p) = \Theta\left(\frac{\log(p^{-1})}{\mu \log\left(\frac{\log(p^{-1})}{\mu}\right)}\right) \text{ if } \mu \leq \log(p^{-1})/2, \text{ and is } \Theta\left(\frac{\log(p^{-1})}{\mu}\right) \text{ otherwise.}
\]

b. \( \forall \mu > 0 \ \forall p \in (0,1), \ \exists \delta = L(\mu, p) > 0 \) such that: (i) \( \left[\mu\delta\right] \cdot G(\mu, \delta) \leq p \), and (ii)
\[
L(\mu, p) = \Theta\left(\frac{\log(p^{-1})}{\mu \log\left(\frac{\log(p^{-1})}{\mu}\right)}\right) \text{ if } \mu \leq \log(p^{-1})/2, \text{ and is } \Theta\left(\frac{\log(p^{-1})}{\mu}\right) \text{ otherwise.}
\]

c. If \( 0 < \mu_1 \leq \mu_2 \), then for any \( \delta > 0 \), \( G(\mu_1, \mu_2 \delta/\mu_1) \leq G(\mu_2, \delta) \).

Proof: Parts (a) and (b) can be derived using Remark 2.1. For part (c), we need to show that
\[
(1 + \delta)^{(1+\delta)\mu_2} \leq \left(1 + \frac{\mu_2 \delta}{\mu_1}\right)^{(1+\mu_2 \delta/\mu_1)}
\]
i.e., that \( h(v) = (1 + v\delta) \ln(1 + v\delta) - v(1 + \delta) \ln(1 + \delta) \geq 0 \) for all \( v \geq 1 \). Note that \( h(1) = 0 \) and that \( h'(v) = \delta + \delta \ln(1 + v\delta) - (1 + \delta) \ln(1 + \delta) \). For \( v \geq 1 \), \( h'(v) \geq \delta - \ln(1 + \delta) \geq 0 \), completing the proof.

Theorem 6.1 ([58]) Given an MIP conforming to Definition 6.1, randomized rounding produces a feasible solution of value at most \( y^* + \min\{y^*, m\} \cdot D(\min\{y^*, m\}, 1/(2m)) \), with probability at least \( 1/2 \).

Proof: We may assume that \( \{x^*_{i,j}\} \) is a basic feasible solution to the LP relaxation. Hence, at most \( m \) of the \( \{x^*_{i,j}\} \) will be neither zero nor one, and only these variables will participate.
in the rounding. Thus, since all the entries of $A$ are in $[0,1]$, we assume w.l.o.g. henceforth that $y^* \leq m$ (and that $\max_{i \in [n]} \ell_i \leq m$); this explains the $\min\{y^*, m\}$ term in the statement of Theorem 6.1.

Conduct randomized rounding. If $z \in \{0,1\}^N$ denotes the randomly rounded vector, then $E[(Az)_i] \leq y^*$ for each $i$, by linearity of expectation. Let $b_i = E[(Az)_i]$. Define $k = y^* D(\min\{y^*, m\}, 1/(2m))$ and define events $E_1, E_2, \ldots, E_m$ by $E_i \equiv "(Az)_i \geq b_i + k"$. We now show that for each $i$, $\Pr[E_i] \leq 1/(2m)$; as in our approach for lattice approximation, a union bound over all $i$ will then complete the proof.

For each $i \in [m]$, rewrite the $i$th constraint of the MIP as

$$\sum_{r \in [n]} X_{i,r} \leq W, \text{ where } X_{i,r} = \sum_{s \in [\ell_i]} A_{i,(r,s)} x_{r,s};$$

in using the notation $A_{i,(r,s)}$, we are assuming that the pairs $\{(r,s) : r \in [n], s \in [\ell_i]\}$ have been mapped bijectively to $[N]$, in some fixed way. Defining the r.v. $Z_{i,r} = \sum_{s \in [\ell_i]} A_{i,(r,s)} z_{r,s}$, we note that for each $i$, the r.v.s $\{Z_{i,r} : r \in [n]\}$ lie in $[0,1]$ and are independent. Also, $E_i \equiv "\sum_{r \in [n]} Z_{i,r} \geq b_i + k"$. For any $i \in [m]$, let $\delta_i = k/b_i$. Since $b_i \leq y^*$, we have, for each $i \in [m]$,

$$\Pr[E_i] \leq G(b_i, \delta_i) \leq G(y^*, k/y^*) = G(y^*, D(y^*, 1/(2m))) \leq 1/(2m),$$

where the second inequality follows from part (c) of Lemma 6.1 and the final inequality holds by the definition of $D$. As mentioned above, a union bound over all $i \in [m]$ now completes the proof.

So suppose, e.g., that for a given congestion minimization problem, $y^* \leq 1$. Thus, the congestion produced is $O(\log m / \log \log m)$ with high probability.

There seem to be some avenues for improvement in the above proof; for instance, if we just want $\Pr[\cup_{i \in [m]} E_i] > 0$, can we exploit the particular structure of MIPs in conjunction with some correlation inequalities to show that a smaller value of $k$ will suffice? Recall from Section 5 that UCUFP instances where all flow-paths $P_{i,j}$ are short can be approximated well. Now, in the above-seen modeling of the congestion minimization problem by an MIP, the length of a longest $P_{i,j}$ will correspond to the largest number of nonzero entries in any column of $A$. Motivated by this, we can ask: if the coefficient matrix of a given MIP is column-sparse, can it be approximated well? To make this more concrete, let us define

**Definition 6.2** For a given MIP, let $a$ denote the maximum number of non-zero entries in any column of its coefficient matrix $A$. Also define $g \leq a$ to be the maximum column-sum of $A$, i.e., $\max_j \sum_i A_{i,j}$.

So, a natural question is to derive approximations (or at least integrality gaps) for MIPs parametrized by $a$ or $g$. One such example is Theorem 7.2, which uses a key rounding
theorem of [36] to efficiently construct an integral solution of value at most $y^* + g$. While very useful if $g$ is “small”, this may not be so useful if $g$ is somewhat large compared to $y^*$. Theorem 6.3 shows how Theorem 6.2 can help, for sparse MIPs. We will then bootstrap Theorem 6.3 to get the further improved Theorem 6.4.

6.2 The extended LLL and some of its applications

The work described in Section 6.2 is from [70]. We start with an extension of the LLL, Theorem 6.2. The main application of this extension here will be to Theorem 6.4.

Recall that for any event $E$, its indicator r.v. is denoted by $\chi(E)$. Suppose we have bad events $E_1, \ldots, E_m$ with a “dependency” $d'$ (in the sense of Lemma 3.2) that is “large”. Theorem 6.2 shows some conditions under which $d'$ can effectively be replaced by a potentially much smaller $d$. It generalizes Lemma 3.2 (define one r.v., $C_i$, for each $i$, to get Lemma 3.2), and its proof is very similar to the classical proof of Lemma 3.2. The main motivation for Theorem 6.2 is that it leads to an improved analysis of randomized rounding for column-sparse MIPs via Theorems 6.3 and 6.4.

**Theorem 6.2** Given events $E_1, \ldots, E_m$ and any $I \subseteq [m]$, let $Z(I) = \bigwedge_{i \in I} E_i$. Suppose that for some positive integer $d$, we can define, for each $i \in [m]$, a finite number of r.v.s $C_{i,1}, C_{i,2}, \ldots$ each taking on only non-negative values such that:

1. Any $C_{i,j}$ is mutually independent of all but at most $d$ of the events $E_k$, $k \neq i$, and
2. $\forall I \subseteq ([m] - \{i\})$, $\Pr[E_i \mid Z(I)] \leq \sum_j \mathbf{E}[C_{i,j} \mid Z(I)]$.

Let $p_i$ denote $\sum_j \mathbf{E}[C_{i,j}]$; clearly, $\Pr[E_i] \leq p_i$ (set $I = \emptyset$ in (ii)). Suppose that for all $i \in [m]$ we have $ep_i(d+1) \leq 1$. Then $\Pr[\bigwedge_i E_i] \geq (d/(d+1))^m > 0$.

**Proof:** We prove by induction on $|I|$ that if $i \notin I$ then $\Pr[E_i \mid Z(I)] \leq ep_i$, which suffices to prove the theorem since

$$\Pr[\bigwedge_i E_i] = \prod_{i \in [m]} (1 - \Pr[E_i \mid Z([i-1])]).$$

For the base case $I = \emptyset$, $\Pr[E_i \mid Z(I)] = \Pr[E_i] \leq p_i$. For the inductive step, let $S_{i,j,I} = \{k \in I \mid C_{i,j} \text{ depends on } E_k\}$, and $S'_{i,j,I} = I - S_{i,j,I}$; note that $|S_{i,j,I}| \leq d$. If $S_{i,j,I} = \emptyset$, then $\mathbf{E}[C_{i,j} \mid Z(I)] = \mathbf{E}[C_{i,j}]$. Otherwise, letting $S_{i,j,I} = \{e_1, \ldots, e_r\}$,

$$\mathbf{E}[C_{i,j} \mid Z(I)] = \frac{\mathbf{E}[C_{i,j} \cdot \chi(Z(S_{i,j,I})) \mid Z(S'_{i,j,I})]}{\Pr[Z(S_{i,j,I}) \mid Z(S'_{i,j,I})]} \leq \frac{\mathbf{E}[C_{i,j} \mid Z(S'_{i,j,I})]}{\Pr[Z(S_{i,j,I}) \mid Z(S'_{i,j,I})]},$$

since $C_{i,j}$ is non-negative. The numerator of the last term is $\mathbf{E}[C_{i,j}]$ by the definition of $S'_{i,j,I}$. The denominator is

$$\prod_{s \in [r]} (1 - \Pr[E_{e_s} \mid Z(\{e_1, e_2, \ldots, e_{s-1}\} \cup S'_{i,j,I})]) \geq \prod_{s \in [r]} (1 - ep_{e_s}) \text{ (induction hypothesis)}$$
\[ \geq (1 - 1/(d + 1))^r \]
\[ \geq (d/(d + 1))^d \]
\[ > 1/e. \]

So by (55), \( E[C_{i,j} | Z(I)] \leq eE[C_{i,j}] \) and hence,
\[ \Pr[E_i | Z(I)] \leq \sum_j E[C_{i,j} | Z(I)] \leq ep_i \leq 1/(d + 1). \]

This establishes the inductive step.

Note that \( C_{i,j} \) and \( C_{i,j'} \) can “depend” on different subsets of \( \{E_k | k \neq i\} \); the only restriction is that these subsets be of size at most \( d \). Moreover, the dependency among the r.v.s \( C_{i,j} \) could be much higher than \( d \): all we upper-bound is the number of \( E_k \) that any \( C_{i,j} \) depends on.

Thus, the crucial point is that the events \( E_i \) could have a large dependency \( d' \) among themselves, in the sense of the classical Lemma 3.2; but Theorem 6.2 essentially reduces this dependency to just \( d \) \( (ep_i(d + 1) \leq 1 \) suffices). So, the main utility of Theorem 6.2 is in situations where we can “decompose” each \( E_i \) into r.v.s \( C_{i,j} \) that satisfy the conditions of the theorem. This is indeed what we now set about to show for MIPs.

The tools behind the MIP application are Theorems 6.2 and 2.1. Suppose we are given an MIP conforming to Definition 6.1. Let \( t = \max_{i \in [n]} \text{NZ}_i \), where \( \text{NZ}_i \) is the number of rows of \( A \) which have a non-zero coefficient corresponding to at least one variable among \( \{x_{i,j} : j \in [\ell_i]\} \). Note from Definition 6.2 that
\[ g \leq a \leq t \leq \min\{m, a \cdot \max_{i \in [n]} \ell_i\}. \quad (56) \]

Our first approximation for MIPs is given by

**Theorem 6.3** Given an MIP conforming to Definition 6.1, randomized rounding produces a feasible solution of value at most \( y^* + \min\{y^*, m\} \cdot L(\min\{y^*, m\}, 1/(ct)) \), with non-zero probability.

**Proof:** Conduct randomized rounding. As in the proof of Theorem 6.1, we
- can assume w.l.o.g. that \( y^* \leq m \) and that \( \max_{i \in [n]} \ell_i \leq m \);
- let \( z \in \{0, 1\}^N \) denote the randomly rounded vector;
- have for each \( i \in [m] \) that \( b_i = E[(Az)_i] \leq y^* \); and
- rewrite each of the constraints as in (53) and define the r.v.s \( Z_{i,r} \) as in (54).
As before, for each \(i\) the r.v.s \(\{Z_{i,r} : r \in [n]\}\) lie in \([0,1]\) and are independent. Define 
\[
k = \lceil y^* \cdot L(y^*, 1/(et)) \rceil.
\] 
The bad events \(E_1, E_2, \ldots, E_m\) now are given by 
\[
E_i \equiv ((Az)_i \geq b_i + k).
\] 
Hence, 
\[
E_i \equiv (\sum_{r \in [n]} Z_{i,r} \geq b_i + k).
\] 
We now show that \(\Pr[\bigcap_{i \in [m]} E_i] > 0\) using Theorem 6.2.

Theorem 2.1 suggests a suitable choice for the crucial r.v.s \(C_i\) as follows. Fix any \(i \in [m]\). Identify each \(j \in [n]\) with some distinct \(k\)-element subset \(S(j)\) of \([n]\), and let
\[
C_{i,j} \equiv \frac{\prod_{v \in S(j)} Z_{i,v}}{(b_i+k)}.
\]
(Note that some of the “random variables” \(Z_{i,v}\) are actually identically zero. If, for some given \((i,j)\), there is such a \(Z_{i,v}\) for some \(v \in S(j)\), then of course \(C_{i,j}\) is also identically zero.)

We will now show that the r.v.s \(C_{i,j}\) satisfy the conditions of Theorem 6.2. For any \(i \in [m]\), let \(\delta_i = k/b_i\). Since \(b_i \leq y^*\), we have, for each \(i \in [m]\),
\[
G(b_i, \delta_i) \leq G(y^*, k/y^*) \quad \text{(Lemma 6.1, part (c))}
\]
\[
\leq G(y^*, L(y^*, 1/(et))) \quad \text{(definition of } k\text{)}
\]
\[
\leq 1/(ekt) \quad \text{(definition of } L\text{)}.
\]

Now by Theorem 2.1, we get

**Proposition 6.1** For all \(i \in [m]\) and for all nonempty events \(Z\), \(\Pr[E_i \mid Z] \leq \sum_{j \in [u]} E[C_{i,j} \mid Z]\). Also, \(p_i \equiv \sum_{j \in [u]} E[C_{i,j}] \leq G(b_i, \delta_i) \leq 1/(ekt)\).

Crucially, every \(C_{i,j}\) involves (a product of) \(k\) terms, each of which “depends” on at most \((t-1)\) of the events \(\{E_v : v \in ([m] - \{i\})\}\) by definition of \(t\). So we get

**Proposition 6.2** \(\forall i \in [m]\) \(\forall j \in [u]\), \(C_{i,j} \in [0,1]\) and \(C_{i,j}\) “depends” on at most \(d = k(t-1)\) of the set of events \(\{E_v : v \in ([m] - \{i\})\}\).

From Propositions 6.1 and 6.2 and by noting that \(ep_i(d+1) \leq e(kt - k + 1)/(ekt) \leq 1\), we invoke Theorem 6.2 to see that \(\Pr[\bigcap_{i \in [m]} E_i] > 0\). \(\blacksquare\)

As shown in [70], an idea suggested by Éva Tardos can help bootstrap Theorem 6.3 to give

**Theorem 6.4 ([70])** For MIPs, there is an integral solution of value at most \(y^*+O(\min\{y^*, m\} \cdot L(\min\{y^*, m\}, 1/a)) + O(1)\).

The reader is referred to [70] for a proof of Theorem 6.4. Theorem 6.4 is a good improvement over Theorem 6.1 if \(a \ll m\). Consider, e.g., the congestion-minimization problem and its MIP formulation, sketched above; \(m\) here is the number of edges in \(G\), and \(a\) is the maximum length of any of the flow-paths \(P_{i,j}\). (This \(a\) was denoted \(d\) in Section 5.) To focus on a specific interesting case, suppose \(y^*\), the fractional congestion, is at most one. Then while
the above-cited results (Theorems 6.1 and 7.2, resp.) give bounds of $O(\log m / \log \log m)$ and $O(a)$ on an integral solution, we get the improved bound of $O(\log a / \log \log a)$. Similar improvements are easily seen for other ranges of $y^*$ also.

Thus, routing along short paths is very beneficial in keeping the congestion low. Indeed, specific useful classes of graphs such as expanders have been shown to be rich in the structure of such short paths [48, 39]. Recalling the graph-theoretic parameters such as $\Delta$ and $\beta$ from Section 5, the work of [39] can essentially be used to ensure that $a = O(\Delta^2 \beta^{-2} \log^3 n)$. So if, for instance, $\Delta$ and $\beta^{-1}$ are $O(\text{polylog}(n))$, then $a$ also can be bounded by $O(\text{polylog}(n))$. Hence, if $y^* \leq 1$, there exists an integral solution of congestion at most $O(\log \log n / \log \log \log n)$ in such cases, a good improvement over the $O(\log n / \log \log n)$ bound guaranteed by Theorem 6.1. See [70] for some further applications.

An outstanding open question in low-congestion routing is whether the integral optimum is always $O(1)$ if $y^* \leq 1$. See [38] for references and discussion related to this. As seen above, the integral optimum is $O(\log a / \log \log a)$, which is $O(\log n / \log \log n)$ in the worst case. Any improvement here will be very interesting.

7 A very short tour of discrepancy theory

Much of our discussion on LP-based randomized rounding has involved problems and results on “approximating” a given real vector $x$ by a “rounded” (lattice) vector $y$, w.r.t. a linear system (matrix) $A$. Discrepancy theory studies general questions of this type. The survey [13] is an excellent presentation of discrepancy theory; we very briefly touch upon this vast area here.

For an $m \times n$ matrix $A$, its discrepancy is defined to be

$$\text{disc}(A) = \min\{\|A\chi\|_\infty : \chi \in \{-1, 1\}^n\}.$$  

It has a close relationship to the lattice approximation problem [50]. Discrepancy theory is useful, in particular, in devising divide-and-conquer algorithms and for approximating NP-hard integer programs as discussed for the lattice approximation problem.

Recall that Sections 5 and 6 basically dealt with such rounding issues in the context of column-sparse integer programs. We continue the study of column-sparse integer programs here in the general context of discrepancy theory. A fundamental result of Beck & Fiala is that if each column of $A$ has $L_1$ norm at most $t$, then $\text{disc}(A) < 2t$ independent of $m$ and $n$ [12]. This is an elegant constructive result based on linear algebra. A related famous conjecture of [12] is that if $A \in \{0, 1\}^{m \times n}$ has at most $t$ nonzero entries in each column, then $\text{disc}(A) = O(\sqrt{t})$; this, if true, would be best-possible.

A theorem closely related to, but incomparable with, the above Beck-Fiala theorem is

**Theorem 7.1** ([36]) Let $A$ be a real valued $r \times s$ matrix, and $y$ be a real-valued $s$-vector. Let $b$ be a real valued vector such that $Ay = b$, and $t$ be a positive real number such that in every column of $A$, (i) the sum of all the positive entries is $\leq t$, and (ii) the sum of all
the negative entries is $\geq -t$. Then we can compute an integral vector $\mathbf{y}$ such that for every $i$, either $\mathbf{y}_i = \lfloor \mathbf{y}_i \rfloor$ or $\mathbf{y}_i = \lceil \mathbf{y}_i \rceil$, and $A\mathbf{y} = \mathbf{b}$ where $\mathbf{b}_i - b_i < t$ for all $i$. Furthermore, if $\mathbf{y}$ contains $d$ distinct components, the integral approximation can be obtained in time $O(r^3 \log(1 + s/r) + r^3 + d^2r + sr)$.

Recall the parameters $a$ and $g$ of MIPs from Definition 6.2. Let us now see a simple application of Theorem 7.1 to MIPs:

**Theorem 7.2** Suppose a given feasible solution $x^*$ to a given MIP’s LP relaxation has objective function value some $y^*$. Then we can efficiently construct an integral solution to the MIP with objective function value less than $y^* + g$.

**Proof:** The vector $x^*$ satisfies:

(i) $\forall i \in [n] \sum_j x^*_{i,j} = 1$, and

(ii) $(Ax^*)_i \leq y^*$ for all $i \in [m]$.

Also, $x^*_{i,j} \in [0, 1]$ for all $i, j$. Rewrite (i) as “$\forall i \in [n] (-g \sum_j x^*_{i,j}) = -g$”. Consider the linear system given by this rewritten set of inequalities and (ii). It can be verified that the parameter $t$ of Theorem 7.1 can be taken to be $g$ here. Thus, by Theorem 7.1, we can efficiently round each $x^*_{i,j}$ to $x_{i,j} \in \{0, 1\}$ in such a way that:

(a) $\forall i \in [n] (-g \sum_j x_{i,j}) < -g + g$, and

(b) $(Ax)_i < y^* + g$ for all $i \in [m]$.

But since $x_{i,j} \in \{0, 1\}$ for all $i, j$, (a) implies that for each $i$, $\sum_j x_{i,j} \geq 1$. This, in conjunction with (b), completes the proof.

Recall that for the packet-routing problem studied in Section 3.4, the routing paths were prespecified. But what if they are not, as is often the case? This issue has been handled recently in an approximation algorithm of [72]. Our proof of Theorem 7.2 is based on some of the ideas used there.

Returning to the Beck-Fiala conjecture, beautiful work of Beck and Spencer based on uniform randomized rounding, entropy and the pigeonhole principle has led to a non-constructive bound of $O(\sqrt{t} \log n \log t)$; the reader is referred to [10, 53] and to the second edition of [68] for a description of this nice method. In a recent breakthrough, the $O(\sqrt{t} \log n \log t)$ bound has been improved to $O(\sqrt{t} \log n)$ by Banaszczyk [8].

**8 Conclusion**

We have seen a family of applications of randomized rounding to approximation algorithms: a central theme has been the use of correlation inequalities in the analysis and design of such algorithms.
In our view, one aspect of the results of Sections 4.3, 4.4 and 5 is noteworthy. It is not hard to show that for many of the underlying randomized rounding algorithms there, their probability of constructing a feasible solution of the desired quality is exponentially small in the worst-case. So, in themselves, they do not imply efficient (randomized) algorithms. However, the nature of the arguments involved helped us construct suitable potential functions that led to constructive versions. Recall that a similar situation exists for many applications of the LLL [11, 3, 54]. Thus, “probabilistic thinking” can lead to the only known efficient deterministic algorithms for many classes of problems. Another well-known point [48, 39] reiterated by our discussion of routing algorithms is the rich structure of multi-commodity flow on short paths for various classes of graphs. We expect continuing impetus to the general area studied here through the further development of, e.g., correlation inequalities.

Relaxations such as semidefinite relaxations that are more powerful than linear relaxations, have been used to obtain breakthrough approximation algorithms for some important problems; see, e.g., [28, 35]. We have not discussed these here. Also, rounding of linear and other relaxations is a vast area, many nice examples of which are out of our scope or have been left untouched here. In the context of scheduling, let us just mention one recent breakthrough result that has not been discussed here: the work of [31] and related recent papers on scheduling to minimize average job completion time under various scheduling models.

We conclude by presenting some open problems:

1. Resolve the approximation complexity of job-shop scheduling. In particular, is there a constant-factor approximation algorithm for this problem?

2. As asked in the last paragraph of Section 6, is the integral optimum OPT always O(1) in low-congestion routing if the fractional optimum $y^*$ is at most 1? Simple examples show that OPT can sometimes be 2 even if $y^* = 1$, but nothing better is known. Even a family of examples in which $y^* \leq 1$ and OPT is at least 3, will be a good start.

3. As presented, Theorem 6.4 is non-constructive: it does not imply efficient randomized or deterministic algorithms. While constructive versions have been obtained for some important special cases (Leighton, Rao & Srinivasan [49], Lu [51]), the general problem remains open.

4. The classical Beck-Fiala conjecture is an outstanding problem to resolve: even a $o(t)$ discrepancy bound there would be a good start. In fact, even a discrepancy bound of $(2 - \epsilon)t$ for some fixed $\epsilon > 0$ that holds for all sufficiently large $t$, may be a useful first step in this direction. The algorithmic question of efficiently constructing low-discrepancy lattice points for column-sparse matrices, is also of much interest.
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