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1 Linear Independence

Definition 1.1 A set of vectors {v],03,...0,} of R"
15 linearly dependent if the vector equatwn
%
$1?1+$2@>+"'$p?p: 0
has a nontrivial solution.

Such a solution 1s called a linear independence
relation.

A set of vectors {07,703, ... ?p} of R" is linearly

independent if the vector equation
%
$1U_1>—|—$QUQ>+"'$Z9’U_£: 0

has only the trivial solution.

Example 1.2 If we have

1 1 —4
= -1 %= -1 andvi =1 4
~1 1 2

then these three vectors are linearly dependent since

5’01 —|—3U2 +2% 6>



Note that by using a dependence equation like this we
can solve for any of the vectors in terms of the others.

For example

3 2
T T

and in this sense “v] depends on 03 and 037,

Remark 1.3 In general we note (Theorem 7 of text) if a
set of vectors { ERT v_p>} of R™ is linearly dependent
if at least one of them is a linear combination of the

others.

Remark 1.4 A single non zero vector constitutes a lin-
early independent set.

A set of two non-zero vectors is linearly independent if
one is not a multiple of the other.

Remark 1.5 The columns of a matrix A are hnearly
independent if and only if the equation AT = O has

only the trivial solution since we can write A7 = O as

%
xlal + xgag + - a;'pa_; 0

where the c?i are the column vectors.
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Remark 1.6 If we have a set of homogeneous equations
with more variables than equations, then there are non
trivial solutions.

This means (Theorem 8 of text) if we have a set of
(non zero) vectors in R" and the number of vectors of
in the set is larger than the dimension n of R" then this
must be a linearly dependent set of vectors.

So a set of four (non zero) vectors in R must be lin-
carly dependent.

Example 1.7 For what values of g, if any, will the fol-
lowing vectors be linearly independent:

1 1 1
U_1>: 7U_2>: g 7U_3>: )
g 2 1

So we want to know: for what values of ¢1, ¢y, and c3
will the equation 01171 - 02@ + c;w_g> = 0 have only the
trivial solution.

As we have seen this corresponds to a homogeneous
system of linear equations in the variables ¢y, co, and cs:
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C1t+C+c3 = 0
2c1 +gco = 0
gcr+2co+c3 = 0

Since this is a homogeneous system, we need only look
at the coefficient matrix rather than the augmented ma-
trix (although of course, we could used the augmented
matrix if we wanted). This matrix and its row reduction
is:

_ o =

1
2
9

O o

Multiply the first row by —2 and add to row 2:

1 1 1
0 g—2 =2
g 2 1

Multiply the first row by —g and add to row 3:

I 1 1
0 g—2 =2
02—g 1l—g
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Add row 2 to row 3:

1 1 1
0g—2 =2
0 0 —-1-—g

We do not really need to complete to a reduced row ech-
elon form to answer the question.

If both ¢ —2 and —1 — ¢ are non zero then the system
will have a unique solution namely the trivial solution
in which case our vectors are linearly independent. If
g = —1 then the last row would be zero, and if g = 2 the

third row would be 0 0 — 2, the third row would be 0 0 1
and we could reduce the matrix to have a row of zeros.

_>

So we conclude: the vectors v7, @) and ’U—3> are linearly

independent for all values of g except g = —1 and g = 2.



