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A B S T R A C T   

Online reviews have a substantial impact on decision making in various areas of society, predominantly in the 
arena of buying and selling of goods. As such, the truthfulness of internet reviews is critical for both consumers 
and vendors. Fake reviews not only mislead innocent clients and influence customers’ choice, leading to inac-
curate descriptions and sales. This raises the need for efficient fake review detection models and tools that can 
address these issues. Analysing a text data stream of fake reviews in concept drift appears to reduce the effec-
tiveness of the detection models. Despite several efforts to develop algorithms for detecting fake reviews, one 
crucial aspect that has not been addressed is finding a real correlation between the concept drift score and the 
classification of performance over-time in the real-world data stream. Consequently, we have introduced a 
comprehensive analysis to investigate the concept drift problem within fake review detection. There are two 
methods to achieve this goal: benchmarking concept drift detection method and content-based classification 
methods. We conducted our experiment using four real-world datasets from Yelp.com. The results demonstrated 
that there is a strong negative correlation between concept drift and the performance of fake review detection/ 
prediction models, which indicates the difficulty of building more efficient models.   

1. Introduction 

Opinions are an intrinsic attribute of humanity. Through the popu-
larisation of the internet, reviews have become more readily accessible 
in different places around the world. We use websites like Yelp and 
TripAdvisor to exchange feedback about facilities, locations, and es-
tablishments (Jindal & Liu, 2008). Similarly, e-commerce websites, 
including Amazon, allow their users to post reviews on products and 
services. Such electronic platforms popularise the exchange of com-
ments and raise general trust in electronic opinions (Barbado, Araque, & 
Iglesias, 2019). They also improve competition, and some businesses 
have regrettably recruited people to post fake reviews to defame the 
goods and services of their competitors (Zhu & Zhang, 2010). 

Fake reviews, also known as spammers, are often classified as spam 
opinion, deceptive opinions or spam reviews. They can cause financial 
problems for service providers, and product manufactures, due to the 
adverse effects they have on the reputation of their brand (Ho-Dac, 
Carson, & Moore, 2013). Businesses may also lose clients because fake 
reviews give undue advantage to their rivals (Ho-Dac et al., 2013). There 

are several news articles regarding the fraudulent use of reviews. In 
2015, a chef was fired after posting a deceptive negative review on 
TripAdvisor about rivals’ restaurants.1 In 2013, Samsung hired spam-
mers to publish a deceptive negative review about HTC smartphones.2 

The distribution of fake reviews on the internet is a severe problem. For 
example, as of 2016, 16% of Yelp reviews are estimated as fake reviews 
by Luca and Zervas (2016). 

In recent years, the number of customer reviews on the internet, 
generated for the promotion of goods and services across various web-
site, has increased dramatically. There are considered to be two kinds of 
fake reviews: 

• A deceptive positive review, which is a review giving positive feed-
back, although it is a false expression of the product.  

• A deceptive negative review, which is a review that gives negative 
feedback, although it is a false expression of the product. 

Fake reviews by unlawful users can cause consumers to make poor 
decisions. Therefore, detecting fake reviews has become a significant 
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area of study (Karumanchi, Fu, & Deng, 2018). Most of the existing 
methods found in the literature of content-based fake review detection 
ignore the chronological order of the reviews (Harris, 2012; Ott, Choi, 
Cardie, & Hancock, 2011; Al Najada & Zhu, 2014; Li, Chen, Mukherjee, 
Liu, & Shao, 2015; Jindal & Liu, 2007, 2008; Mukherjee, Venkataraman, 
Liu, & Glance, 2013b) which is extremely important in real-world data 
since the spammers try to avoid the spam filter (Silva, Alberto, Almeida, 
& Yamakami, 2017; Xiao et al., 2015). These methods may also not be 
appropriate for fake review detection in real-world applications, where, 
due to their time sensitive nature, the features of the reviews usually 
change-over-time. Despite research already carried out in this area, none 
of it has investigated the existing concept drift phenomena in fake re-
view detection. 

Concept drift in text streams indicates that the features of the subject 
variable, estimated by the model, shifts in unexpected ways over time 
(Widmer & Kubat, 1996). When the concept is drifting, the form and 
structure of previous data induced might not be significant for new data, 
resulting in weak speculation and decision results. The concept drift has 
been established in many systems as a way of reducing efficiency. In a 
dynamic data world, it has become critical to develop more accurate 
evidence-driven forecasts and decision-making tools (Widmer & Kubat, 
1996). In-text data streams which appear commonly in real-world ap-
plications like online reviews (Widmer & Kubat, 1996), social networks 
(Scott, 1988), and online document collections (Drzadzewski & Tompa, 
2016), concept drift is common and regular as it results from data dis-
tribution (Widmer & Kubat, 1996; Nguyen, Woon, & Ng, 2015). For 
example, the topics concerned in Twitter are changing over time (Bifet & 
Frank, 2010), and the same is consistent with online news (Šilić & Bašić, 
2012) as well as shopping reviews (Zhang, Chu, Li, Hu, & Wu, 2017). 
Thus, concept drifts can appear in text data streams of fake reviews, 
affecting the detection/prediction model performance. 

For example, consider an online reviews stream of a hotel on real 
estate and the task of classifying incoming reviews into fake and genuine 
reviews. Supposing we have two posted reviews “The hotel is good” 
posted in 2007 and “The hotel is awesome” posted in 2015. The model 
trained on the first review is no longer able to detect the second review 
that has been posted more recently because the vocabulary used to ex-
press positive and negative sentiments may have changed over time. 
Since the collection of reviews is not static, the feature space repre-
senting the current collection is dynamic and may require specific up-
dates of the models. This process is referred to as virtual drift, which is 
the change that occurs in the non-class attribute. This change may come 
from the spammer behaviour or could be the change of genuine user 
habits or opinions. 

This paper aims to investigate and detect the concept drift problem in 
fake reviews. We conduct a comprehensive analysis that benchmarks 
concept drift detection methods and content-based classification 
methods of fake reviews detection. The experiments were conducted 
using four fake review real-world datasets (Yelp CHI, Yelp NYC, Yelp ZIP 
and Yelp consumer electronic) and three machine learning algorithms as 
base learners (SVM, Logistic Regression and Perceptron). It is worth 
mentioning that as of yet, the concept drift problem in fake reviews 
detection has not been studied, and this study is the first to detect this 
problem and investigate its correlation and impact on fake review 
detection models. 

The contribution of this paper can be summarised as it: 

1. Provides the performance of the classification techniques after sort-
ing the reviews in chronological order over-time in terms of accuracy 
while using different machine learning classifiers that can be used as 
a baseline for future studies. 

2. Investigates the concept drift problem in terms of predictive accu-
racy, number of drifts and evaluation time by using the benchmarks 
drift detection algorithms.  

3. Analyses the impact of the concept drift problem on fake review 
detection/prediction model’s performance. 

The paper is organised as follows:  

• Section 2 describes the related work for fake reviews classification 
performance and benchmarking concept drift detection methods.  

• Section 3 describes problem formulation and methodology and 
provides detailed descriptions of the real-world datasets and datasets 
pre-processing.  

• Section 4 presents the setting of the experiments undertaken for the 
average accuracy of classification performance and predictive ac-
curacy for all the benchmark drift detection methods.  

• Section 5 presents the results and discusses the average accuracy of 
classification performance and evaluates them statistically. This in-
volves an analysis of the predictive accuracy for all the benchmark 
drift detection methods and evaluates them statistically. This section 
also presents the evaluation time for the drift detection methods for 
both classification performance and concept drift measuring.  

• Section 6 presents the conclusion and provides context for future 
work. 

2. Related work 

This section is divided into two sub-sections. The first provides an 
overview of fake reviews, followed by a summarisation of the content- 
based models for classifying the fake reviews. The second outlines the 
definition of concept drift, along with the benchmark concept drift 
detection. 

2.1. Fake review overview 

In the real-world web, users can automatically post comments or 
reviews on websites. These user reviews are valuable for both cooper-
ation and consumers (Pang & Lee, 2009; Fitzpatrick, Bachenko, & For-
naciari, 2015; Liu, 2012). For example, consumers read reviews about a 
product or service before deciding to make a purchase and individual 
businesses (e.g. restaurants, and hotels) rely on reviews coming from 
their consumers to enhance the quality of their services and products as 
well as improve their businesses models (Jindal & Liu, 2007). 

The benefits associated with reviews have been corrupted with the 
posting of fake reviews, where fake opinions (positive or negative) are 
written to be genuine (Ott et al., 2011). As such, businesses must have a 
tool which may detect fake reviews to not only provide benefits for 
consumers but also for business and industry which rely immensely on 
these reviews for their business models. There is a plethora of research 
around discovering fake news and email spam, but fake review detection 
has not been seen to be a top priority of spam research due to limited 
reviews online. However, as online reviews influence how users express 
their opinions about services and products, it is essential to ensure the 
credibility and accuracy of those reviews. 

To explain what a fake review is, we need to consider the following 
two examples of reviews from publicly available real-life Yelp CHI 
dataset (Mukherjee, Venkataraman, Liu, & Glance, 2013a). The reviews 
are categorised as genuine and fake Review 1, below, is an example of a 
genuine review, while Review 2 shows how a typical fake review looks 
in comparison. By analysing these two reviews, we conclude that it is 
difficult for a human to establish the distinction between the genuine 
and the fake. Current research in this field of study, as evidenced in 
literature, human manually annotates the reviews and have achieved 
limited performance with an accuracy of 60% (Ott et al., 2011). So, 
developing effective models that can identify fake reviews automatically 
is essential (Crawford, Khoshgoftaar, Prusa, Richter, & Al Najada, 2015).  

• Review 1: “Nice location to stay. It is close to everything – plenty of 
restaurants, shopping places, the lake, the city, and Wrigley! It is a 
small place with good management. It is not cheap and not so much 
because of the excellent amenities, but for the excellent location”. 
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• Review 2: “Sutton Place is a very elegant hotel. The room and staff 
were excellent. Room service did a spectacular job cleaning the room 
while I was away. The bed was a little harder than expected, but still 
comfortable. If I’m ever in the area again, this would be the hotel I 
would stay at”. 

2.1.1. Fake reviews detection 
Most existing studies adopted classical machine learning techniques 

for fake review detection. For example, various models were built based 
on supervised learning techniques where the labelled data is used to 
learn the classifier to predict whether the review was fake or not. 

Jindal and Liu (2008) utilised ensemble models for detecting fake 
review based on unigram and bigram features. The models achieved the 
best performance in terms of accuracy compared with Naïve Bayes, 
Random Forest and Support Vector Machines (SVM). However, consid-
ering the famous assertion that duplicate reviews are fake and unreli-
able, Lin, Zhu, Wang, Zhang, and Zhou (2014) introduced a cross- 
domain fake review detector based on Sparse Additive Generative 
Model (SAGE). The results showed that SAGE model achieved the best 
accuracy compared with SVM in one-domain. However, it achieved less 
performance for intradomain and cross-domain classification, which 
indicates that LIWC feature is not suitable for intradomain and cross- 
domain. Recently, Hernández-Castañeda, Calvo, Gelbukh, and Flores 
(2017) discovered the efficiency of using a Support Vector Network 
(SVN) in detecting fake reviews in one domain, mixed domain and cross- 
domain based on combined features. Furthermore, using Latent 
Dirichlet Allocation (LDA) and Word Space Model (WSM) as feature 
extraction, the proposed model achieved good accuracy in one and 
mixed fake domains. However, the proposed model focuses on a specific 
domain only. 

Recent fake review detection models adopted advanced techniques, 
such as deep learning (Collobert et al., 2011; Mikolov, Sutskever, Chen, 
Corrado, & Dean, 2013; Jing, 2014; Ren & Ji, 2017; Ren, Wang, & Ji, 
2016). Compared to traditional machine learning, deep learning tech-
niques can easily extract latent data representation which can contribute 
to improving fake review detection performance. Notably, this type of 
learning is highly appropriate for text data, as it can capture the se-
mantic meaning of the text using a word embedding method. Li, Ren, 
Qin, and Liu (2015) proposed deep learning-based fake review detectors 
using the Convolutional Neural Network (CNN). The authors utilised the 
document representation concept, where each review was converted to a 
word vector for training and testing the model. The experimental results 
showed that the proposed model was effective in detecting cross-domain 
fake reviews. Furthermore, their proposed model outperformed the Long 
Short-Term- Memory (LSTM) in mixed-domain fake reviews. Similarly, 
Zhao, Xu, Liu, and Guo (2017) utilised CNN for detecting fake reviews, 
though, the authors used the word order reserve pooling method, 
instead of the original max-pooling to construct the CNN architecture. 
Comparing Recurrent Neural Network (RNN) and Convolutional Neural 
Network (CNN), the optimized CNN-based fake review detector ach-
ieved the best performance with regards to short text reviews due to the 
word order embedding, while RNN performed better for long-text 
reviews. 

Liu, Jing, and Li (2019) utilised the Bidirectional LSTM algorithm to 
build their fake review detector. The authors also suggested a combi-
nation of features that were Part of Speech (POS), and First-Person 
Pronoun (I) to obtain better performance. The results showed that the 
proposed model outperformed the state-of-the-art methods such as 
paragraph average (Le & Mikolov, 2014), sentence weight neural 
network (SWNN) (Li, Qin, Ren, & Liu, 2017), SWNN&POS&I (Li et al., 
2017), CNN-LSTM, Bidirectional LSTM and basic CNN&POS&I in one 
domain, mix-domain and cross-domain. However, the proposed model is 
dependent on the review text and ignores behavioural features. 

The main problem that is associated with fake review detection is the 
changing of data over-time. Some models were evaluated using a dataset 

that fails to detect fake reviews with training data in a specific time and 
testing data at different times. Fake reviews, like spam email and twitter 
that are written by a person, may change over time, due to the dynamic 
nature of human behaviour. Furthermore, in-stream mining, the nature 
of the velocity, unbound size and time of arriving reviews can pose a 
problem for classification data in real-time. 

2.2. Concept drift 

In this subsection, we first outline the definition of the concept drift 
problem, then summarise the benchmark concept drift detection for 
supervised classification streams. 

2.2.1. The definitions of concept drift 
Concept drift is a phenomenon where the characteristics of the 

output arbitrarily change over time (Lu, Zhang, & Lu, 2014). It was first 
proposed by (Schlimmer & Granger, 1986) that noisy data could be used 
to transmit non-noisy information at specific times. These types of 
changes may be caused by occurrences that cannot be measured directly 
within hidden variables (Liu, Song, Zhang, & Lu, 2017). 

The representations of concept drifts can be distinctive, as such 
different definitions by some researcher can be categorised into various 
groups (Nguyen et al., 2015; Widmer & Kubat, 1996; Zhang, Zhu, & Shi, 
2008). Lu et al. (2018) summed up these opinions and emphasised that 
changes to the distribution of data induced by the different implicate 
contexts, can be categorised into four types:  

• Incremental drift which is an old concept that changes incrementally 
to a new concept during a period of time  

• Sudden drift which is a new concept that occurs within a short period 
of time  

• Gradual drift which is a new concept and is gradually being swapped 
with an older one over a period of time.  

• Reoccurring drift that is after a while, an old concept could reoccur. 

Concept drift detection in text data streams is essential and can be 
categorised into three types; the occurrence of concept drift between 
features and labels, the occurrence of concept in the change of the dis-
tribution of features and occurrence of concept when the relationship 
between features and labels have changed (Zhang et al., 2017). Concept 
drift within text data streams of fake reviews can be challenging to 
detect as the text data streams can be high-dimensional, making the 
detection of concept drift in text data essential (Joachims, 1998). 

2.2.2. Benchmarking concept drift detection methods 
Concept drift detection refers to algorithms that detect concept drift 

through the change points which it occurs. Extensive literature exists for 
concept drift detection for classification of data streams in different 
domains (Tsymbal, 2004; Wang, Fan, Yu, & Han, 2003; Gama, Medas, 
Castillo, & Rodrigues, 2004; Aggarwal, 2005; Bifet & Gavalda, 2007; 
Baena-Garcıa et al., 2006; Page, 1954). Concept drift detection is critical 
for the binary classification of text data streams where it can affect the 
classification performance. The concept drift detection for text classifi-
cation can be divided into two groups; unsupervised learning methods 
which are used for unlabelled streams that measure the concept drift 
between two clusters based on distance and radius (Aggarwal, 2005; 
Bouchachia & Vanaret, 2013). Supervised learning methods have been 
developed for labelled text data for concept drift detection that measure 
the concept drift based on the error rate (Gama et al., 2004; Baena- 
Garcıa et al., 2006), tracking the distribution between two windows 
(Bifet & Gavalda, 2007), and based on sequential analysis (Page, 1954). 

Gama, Žliobaitė, Bifet, Pechenizkiy, and Bouchachia (2014) divided 
concept drift detection methods into three categories: 
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1- Methods based on sequential analysis: these methods evaluate 
predictive results as appropriate. Page Hinkley and The Cumulative 
Sum (CUSUM) methods are members of this category (Page, 1954).  

2- Methods based on statistical analysis: these methods analyse the 
standard deviation and mean connected with the predicted results to 
detect concept drift. The Drift Detection Method (DDM) (Gama et al., 
2004), Early Drift Detection Method (EDDM) (Baena-Garcıa et al., 
2006), Reactive Drift Detection Method (RDDM) (Barros, Cabral, 
Gonçalves, & Santos, 2017), and Exponentially Weighted Moving 
Average (EWMA) (Ross, Adams, Tasoulis, & Hand, 2012) are rep-
resentatives of this group.  

3- Methods based on windows: These methods restore the knowledge 
of the past and provide a sliding window to restore more current 
knowledge. A significant difference between these two sub-windows 
indicates the presence of concept drift. The Adaptive Windowing 
(ADWIN) (Bifet & Gavalda, 2007), the Drift Detection Methods based 
on Hoeffding’s Bound (HDDMA-test and HDDMW-test) (Frías-Blanco 
et al., 2014), the SeqDrift detectors (Pears, Sakthithasan, & Koh, 
2014; Sakthithasan, Pears, & Koh, 2013) and fast hoeffding Drift 
Detection Method (Pesaranghader, Viktor, & Paquet, 2018a; Pesar-
anghader & Viktor, 2016) are members of this category. 

DDM, ADWIN, EDDM and Page Hinkley methods have been 
considered as benchmarks in previous literature (Frías-Blanco et al., 
2014; Pesaranghader & Viktor, 2016; Baena-Garcıa et al., 2006; Bifet & 
Gavalda, 2007; Huang, Koh, Dobbie, & Bifet, 2015). Accordingly, we 
chose the benchmark method from each category and evaluated them. 
These methods are explained further below. 

Gama et al. (2004) introduced the Drift Detection Method (DDM) to 
detect the problem of concept drift based on the classification error 
rates. Increasing the error rate indicates that there is a change in the data 
distribution while the current base learner becomes ineffective due to 
the Probability Approximately Correct method (PAC) (Mitchell, 1997). 
DDM used binomial distribution which provided the common types of 
probability for the random variables, which presents the number of er-
rors in n instance samples. For every instance i in the sequence, the 
probability of miss-classification is represented by the error rate (pi) and 
the standard deviation is calculated by si = pi (1 − pi)/i. Therefore, they 
store the values of si and pi when si + pi achieved its minimum value 
through the process (obtaining smin and pmin), then it monitors the 
following trigger conditions; for the warning level, 
pi+si ≥ pmin+2⋅smin. This level indicates that there is a possibility in 
the change of context. For the drift level, pi+si ≥ pmin+3⋅smin. When a 
concept drift is detected, a new base learner is built using the instances 
stored, since the warning level and the value for smin and pmin are reset 
as well. The DDM parameters for the warning and drift levels and the 
minimum number of instances before the concept drifts are detected 2.0, 
3.0 and 30, respectively. 

Similarly, Baena-Garcıa et al. (2006) introduced an Early Drift 
Detection Method (EDDM) to detect the concept drift problem which 
depends on the value of the distance between two classification errors 
instead of the amount of errors rate. They considered two threshold 
values for the warning level and drift level; for the warning level, 
(pi+2⋅si)/(pmax+2⋅smax) < α. For the drift level, (pi + 2⋅si)/(pmax +

2⋅smax) < β. If a new concept drift is detected, a new base learner is 
built using the instances stored since the warning level, and the value of 
smax and pmax is reset as well. The values for α and β have been set to 
0.99 and 0.90. 

Bifet and Gavalda (2007) introduced an Adaptive Windowing 
(ADWIN) algorithm that detects concept drifts based on a sliding win-
dow of instances. The two sub-windows that changed dynamically are 
stored, which represents the recent and old data. When two sub-win-
dows’ mean values are significantly larger than a given threshold, 
ADWIN detects a drift and removes the oldest data from the adjustable 
pane. This process is known as cutting detection because it decides when 
the adaptive window should delete the old data. The cut detection 

repeats removing old tuples until the output of the adaptive window no 
longer suggests that there is a concept drift. The default delta value 
parameters for ADWIN by the author is 0.002. 

The Page Hinkley Test (Page, 1954) is a sequential analytical tech-
nique that is used to detect concept drift. It calculates the values 
observed, which is the base learner accuracy and their mean. When 
concept drift is detected, the base learner does not identify incoming 
instances correctly, thereby reducing the mean accuracy. The total 
distinction between the two values (UT) and the minimal distinction 
between the two (mT) is calculated. Higher UT values indicate that the 
values measured vary substantially from previous values. If the 
distinction from UT to MT is higher than the defined threshold that 
matches the size of the permissible changes (т), then a concept drift is 
detected. Higher μ values result in fewer false alarms, but some adjust-
ments can be skipped or delayed. The default parameters for the delta 
value, threshold value, alpha value and a minimum number of instances 
before a drift is detected with Page Hinkley, are 0.005, 50, 0.0001 and 
30 respectively. 

3. Problem formulation and methodology 

In this section, we provide a brief description of problem formula-
tion, Concept drift in fake review detection, datasets used for evaluation 
and pre-processing methods. 

3.1. Problem formulation 

The primary objective of data stream classification is to predict the 
label of unseen classification. In fake review data stream classification, 
there is a sequence of reviews: (X1, y1), (X2, y2), (X3, y3),….(Xt, yt) Where 
Xt is a vector containing S attributes: Xt=(x1,x2,x3, ….xs), while yt is a 
class label which belongs to a {0,1}. For each incoming review t, the 
classifier predicts its class label yt. A concept drift refers to the joint 
distribution Pt(X,y) that the performance of the model decreased over 
time due to the dynamic change of reviews features over the years 
(Gama, Žliobaitė, et al., 2014; Widmer & Kubat, 1996; Krawczyk, 
Minku, Gama, Stefanowski, & Woźniak, 2017). This change may come 
from the spammer behaviour that changes their behaviour in posting 
fake reviews to avoid the spam filter, and another reason could be the 
change of positive user habits or opinions. 

To understand more about the concept drift in fake review, consider 
the hotel reviews as seen in Fig. 1. These were collected over a period of 
time (for example, from X1 to Xt) and we trained our model using this 
data. Later on, we used the trained model to detect fake hotel reviews 
that were posted more recently, and here we assume it Xt+1. We can say 
that a model trained on older historical data (from X1 to Xt) is no longer 
able to efficiently detect fake reviews (Xt+1) due to the change in fea-
tures of reviews over the years. 

The objective of this paper is to study concept drift phenomena and 
its impact on fake reviews detection. Given that these reviews change 
over time, due to velocity, unbound size and time nature of reviews in 
streaming data, we performed a comprehensive analysis on the fake 
review datasets along with the evaluation method used in this experi-
ment to study the following scenarios:  

• Study the change of characteristics in data over time.  
• Measure the concept drift problem in fake review detection. 
• Study the correlation between concept drift and classification per-

formance of reviews which are sorted chronologically by posting 
time. 

3.2. Concept drift in fake review detection 

Scenario 1: Studying the changing characteristics of data over-time 
and determining its effects on fake review detection with regards 
to the chronological order of the reviews. 
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We propose the alternative hypotheses that classification perfor-
mance is decreased significantly over-time in fake reviews detection, 
due to concept drift impact. Subsequently, the null hypothesis is that the 
classification performance is not significantly affected by concept drift. 

To evaluate the classification performance over-time, we arrange the 
data in chronological order, based on the given date and using several 
machine learning methods: Support Vector Machine (SVM), Logistic 
Regression (LR) and Perceptron (PNN). We chose these methods due to 
their robustness and accuracy (Mukherjee, et al., 2013a; Khurshid, Zhu, 
Xu, Ahmad, & Ahmad, 2018). 

Scenario 2: Measuring the concept drift in fake review detection. 

We propose an alternative hypothesis that the concept drift can be 
detected in fake reviews, where the variance of the base learner is 
different. The null hypothesis proposed indicates that the variance of the 
base learner’s performance is the same. 

To measure the concept drift problem, we used the benchmark drift 
detection methods including DDM, EDMM, ADWIN and Page Hinkley 
Test, with different incremental base learners such as, Perceptron, Sto-
chastic gradient descent for SVM and logistic regression which are 
broadly used for classification (Bifet, Gavaldà, Holmes, & Pfahringer, 
2018; Rajaraman, Leskovec, & Ullmann, 2014). 

In fake review text data streams, where the data are collected over 
time, we assume a sequence of reviews which contain pairs (Xi, Yi), 
where Xi is a sequence of reviews represented as a vector and Yi is the 
label of review which can be fake or genuine. As shown in Fig. 2, concept 
drift detection methods classify each incoming review. For each text 
review, the output prediction is compared to the true class labels indi-
cated as (1) to correct the classification and (0) representing misclassi-
fication. Depending on the classification results that are passed to the 
drift detection methods, these methods can determine if the concept 
drift has occurred or not. Lastly, the classifier is trained on the review, 
and the process is repeated for all the reviews. 

Scenario 3: To study the correlation between the concept drift scores 
and the classification performance. 

We propose the alternative hypothesis that the coefficient 

correlation between concept drift and performance is a significantly 
strong negative, where the null hypothesis has no significant correlation 
between concept drift and classification performance. 

3.3. Datasets 

We employed four large real-world datasets (Yelp CHI, Yelp NYC, 
Yelp ZIP and Yelp consumer electronic) from Yelp.com:  

• Yelp CHI dataset contains 67,365 restaurant and hotel reviews in 
Chicago city from 2004 to 2012. The reviews include user informa-
tion, product information, rating, timestamp and text review 
(Mukherjee, et al., 2013a).  

• Yelp NYC and Yelp ZIP datasets contain restaurant reviews from 
2004 to 2015 in NYC, NJ, VT and PA, where Yelp NYC contains 
322,167 reviews and Yelp ZIP contains 608,598 reviews. The reviews 
include user information, product information, rating, timestamp 
and text review (Rayana & Akoglu, 2015).  

• Yelp consumer electronic contains 9456 genuine reviews and 9456 
fake reviews collected from four US cities from 2004 to 2017. The 
reviews include user information, product information, rating, 
timestamp and text review (Barbado et al., 2019). 

These datasets were built based on an unknown filtering algorithm 
and web-scraper techniques to label each review as fake or genuine. 
Consequently, these datasets have been extensively used in the literature 
review, due to the lack of fake reviews datasets. These datasets also 
represent real-life data (Ren & Ji, 2019). Evaluating fake reviews 
detection models based on real-life data is preferred as this helps build 
more robust models that can work efficiently in the real-world envi-
ronments (Li, Ott, Cardie, & Hovy, 2014). 

3.4. Data pre-processing 

In our experiments, we applied non-alphanumeric and lowercase 
conversion. Stop words were not removed. We did not apply stemming 
and lemmatisation, as these things might remove essential features 
required for the classification performance (Méndez, Iglesias, Fdez- 
Riverola, Díaz, & Corchado, 2005). Features were extracted using 

Fig. 1. Concept Drift in Fake Review.  
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unigram, with term frequency and inverse document frequency (TFIDF) 
for text representations to achieve excellent results in text classifications 
(Das & Chakraborty, 2018). TF-IDF represented each review by a 
weighted vector by calculating the number of times a particular word 
appeared in the document and inversely the number of documents 
containing the word. Then we made the data partitions balanced to 
provide accurate results. 

To address the open question in this paper, we divided the Yelp CHI 
dataset into three different parts based on the given years. The first in-
cludes reviews from 2004 to 2008 (D1), the second from 2009 to 2010 
(D2) and the third from 2011 to 2012 (D3). For Yelp NYC and Yelp ZIP, 
each dataset is divided into four parts based on the given years. The first 
includes reviews from 2004 to 2009 (D1), the second from 2010 to 2011 
(D2), the third from 2012 to 2013 (D3) and the fourth from 2014 to 2015 
(D4). 

For the Yelp consumer electronics dataset, we divided it into five 
parts based on different periods. The first includes reviews from 2004 to 
2009 (D1), the second from 2010 to 2011 (D2), the third from 2012 to 
2013 (D3), the fourth from 2014 to 2015 (D4), and the fifth from 2016 to 
2017 (D5). After that, we balanced the dataset partitions. 

The primary purpose for dividing the datasets was to make the first 
part of split data for training the classifiers and the remaining datasets 
partitions for testing purpose. As we need a large number of reviews for 
training, and due to the insufficient number of posted reviews each year, 
we divided the datasets as they presented in our work. 

As these text datasets are high dimensionally, they may affect the 
concept drift detection methods that detect concept drift based on the 
base learners’ performance. This makes the classification of the error 
rate variability appear high and thus inaccurate (Joachims, 1998). We 
used Principal Component Analysis (PCA) (Pearson, 1901) to reduce the 
data dimension and transform the feature vectors to new data repre-
sentations (components). We chose the most significant number of 
components (10,000). PCA is the most common dimension reduction 
technique in text data processing tasks and has less sensitivity for noise 
data, low computational complexity and low memory capacity (Taloba, 
Eisa, & Ismail, 2018). 

4. Experiments 

4.1. Fake review – content-based performance based on machine learning 
classifiers 

To study how the performance of the fake review detection changes 
over time, and test whether the null hypothesis, is significantly affected 
by the concept drift problem or not, we utilised three Stochastic 
Gradient Descent (SGD) classifiers as machine learning classifiers 
(Zhang, 2004). They were Support Vector Machine (SVM), Logistic 
Regression (LR) and Perceptron Neural Network (PNN) (Rosenblatt, 
1958). If the null hypothesis is rejected, then the classification perfor-
mance is significantly decreased over time, and the concept drift prob-
lem will be measured. We conducted our experiments using 
python3Language (scikit-learn library4) and employed cross-validation 
for the first dataset collection, then tested each classifier on the other 
datasets. The evaluation procedure was repeated ten times to calculate 
the average accuracy with 95% confidential interval. Here, we adopted 
only the accuracy as we focussed on the performance of methods in 
terms of correctly classified reviews. Further, it is a good enough metric 
for balanced datasets. 

4.2. Fake review -concept drift detection based on benchmarking 
algorithms 

For testing drift detection methods, described in Section 2.3.2., we 
utilised the benchmark drift detection methods including DDM, EDMM, 
ADWIN and Page Hinkley with the incremental machine learning clas-
sifiers (SVM, LR, and PNN). We used the default parameters of DDM (n 
= 30, αw = 2, αd = 3), EDDM (n = 30, α = 0.99, β = 0.90), ADWIN (δ =

0.002) and Page Hinkley (n = 30, δ = 0.005, λ = 50, α = 0.0001) 
according to the original work to avoid an accurate results. 

The null hypothesis for concept drift detection algorithms stipulates 
whether the variance of the base learner’s performance is the same. If 
the null hypothesis is rejected, then the concept drift can then be 
detected. To evaluate the concept drift methods performance, we used 
the Prequential methodology with a sliding window that it is forgetting 

Fig. 2. Detailed process of analysing concept drift in fake reviews detection.  

3 . Available at http://www.python.org, accessed on August 20, 2019.  
4 Scikit learn. Available at http://scikit-learn.org/stable/, accessed on 

October 16, 2019. 
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mechanism (Dawid, 1984) used with default parameters in scikit- 
multiflow libraries to predict streaming data instances that have not 
been seen yet. 

We calculated accuracy over the most recent instances as this method 
is more suitable and can enhance the drift detection results instead of 
using the entire stream in data evolving (Prasad & Agarwal, 2017). The 
model was updated based on the most recent data represented by the 
window size. The accuracy evaluation was calculated using prequential 
with a sliding window of size 200 instance that it is the default in scikit- 
multi-flow library. In this method, each incoming review is used for 
testing and subsequently for training to calculate the accuracy based on 
the cumulative sum of the sequential errors over time. 

In our experiments, we used different review sizes to train the base 
learner before starting the evaluation. The evaluation procedure was 
repeated five times to calculate the average predictive accuracy with 
95% confidential interval. To perform these experiments, we used the 
python language (scikit-learn and scikit-multi-flow libraries5). 

5. Results and discussion 

This section includes all the experimental results mentioned in this 
paper, which can be divided into two different scenarios. 

5.1. Classifiers performance 

Table 1–4 show the average accuracy for each classifier. In this 
scenario, we randomly partitioned the first collection of datasets (D1) 
into K subsets with (k = 5), where each subset had the same number of 
reviews in each class. We then tested the model on the last fold, and 
other dataset partitions D2 (2010–2011), D3 (2012–2013), D4 
(2014–2015), D5 (2016–2017). This evaluation procedure was repeated 
ten times to calculate the average accuracy with 95% confidential 
interval. 

As shown in the table below, all the classifiers suffered in their 
detection process and achieved a poor performance where the average 
accuracy was within the range [57.45%, 66.36%] for Yelp NYC dataset. 
The same observations for the Yelp ZIP dataset showed an average ac-
curacy within the range [58.36%, 68.54%]. Observations for Yelp CHI 
dataset showed an average accuracy within the range [57.17%, 
64.64%]. Lastly, the same observations for the Yelp consumer electronic 
dataset showed an average accuracy within the range [53.38%, 
60.92%]. This is because training methods with real-world datasets at a 
specific time and testing at other times are complicated due to the time- 
ordered nature of reviews. 

To emphasise that these results were not achieved by chance, we 
used a non-parametric statistical analysis called the Friedman test 
(Demšar, 2006). The Friedman test uses the average ranking to test the 
null hypothesis, indicating that all the approaches with the same per-
formance can be dismissed. Figs. 3– 6 shows the average ranking of each 
approach based on the accuracy of the four datasets Yelp NYC, Yelp ZIP, 
Yelp CHI and Yelp consumer electronic. 

We also used the post-hoc Nemenyi test to compare the performance 
of the classifiers. This test works if the difference between their ranks is 
more significant or equal to a critical difference (CD) (Demšar, 2006). 
We calculated the CD using the Nemenyi test with confidence interval α 
= 0.05, which was 0.74, 0.74, 0.85 and 0.66 on Yelp NYC, Yelp ZIP, Yelp 
CHI and Yelp consumer electronic datasets, respectively. We also found 
that the performance of LR, with the lowest average ranking, is signif-
icantly better than SVM and PNN for all Yelp NYC, Yelp ZIP, and Yelp 
CHI datasets partitions due to accuracy. However, the performance of 
SVM and PNN is significantly better than LR for Yelp consumer elec-
tronic dataset in term of accuracy. 

We can conclude that as each classifier, SVM, LR and PNN, demon-
strated a significant drop in its performance in terms of accuracy, as 
most recent real-world reviews contain features which are not reflected 
in the methods, since the spammers try to avoid the spam filter. How-
ever, these results are not sufficient to emphasise that there is a concept 
drift in fake review datasets. It could be that the significant drop in 
classifiers performance comes from other factors, such as noise. In this 
regard, we use the benchmark concept drift algorithms, as this method 
can detect the concept drift accurately. Based on these observations, the 
null hypothesis is thus rejected. 

5.2. Measuring the concept drift problem 

In this section, we present the results of the benchmark concept drift 
detection algorithms experiments for four real-world datasets from Yelp. 
The presence of concept drift in the real-world stream is unknown due to 
unbound size and velocity of streaming data. We investigated the per-
formance of these algorithms (DMM, EDDM, ADWIN and Page Hinkley 
Test) in terms of predictive accuracy, the number of drifts and evalua-
tion time. 

5.2.1. Predictive accuracy 
The predictive accuracy is computed as an Area Under Curve (AUC) 

metric with 95% confidential interval. The results for Yelp NYC, Yelp 
ZIP, Yelp CHI and Yelp consumer electronic real-world datasets are 
presented in Tables 5–7, respectively, using different base learners. The 
best results are written in bold due to the highest predictive accuracy. 

First, we used the incremental classifiers without drift detection, also 
known as blind detection (Pesaranghader, Viktor, & Paquet, 2018b). 
This method adopts the base learner to the new data by training it on the 
most recent data without using any drift detection method. To measure 
the concept drift over time, we merged the first partition for each dataset 
with other partitions. For example:  

• D1-D1 – using the first partition for training and testing 
incrementally.  

• D1-D2 – merging the first partition and second for training and 
testing incrementally.  

• D1-D3 – merging the first partition and third for training and testing 
incrementally.  

• D1-D4 – merging the first partition and fourth for training and testing 
incrementally.  

• D1-D5 – merging the first partition and fifth for training and testing 
incrementally. 

Fig. 7(a.1, a.2, a.3 and a.4) shows the predictive accuracy curves for 
the Yelp NYC dataset. Based on the results on Yelp NYC, using LR as a 
base learner, ADWIN had the best predictive accuracy on all partitions 
when concept drift occurs. The predictive accuracy of ADWIN, EDDM 
and Page Hinkley decreased over time steps in all the merged partitions 
until the base learner adopted the new context. DDM had the worst 
performance since the DDM method could not detect any drift, using LR 
as a base learner. Fig. 7(b.1, b.2, b.3 and b.4) using SVM as a base learner 
on the same dataset showed that ADWIN had the best predictive accu-
racy. Page Hinkley had the worst performance since it failed to detect 
any drift. Fig. 7(c.1, c.2, c.3 and c.4) using PNN as a base learner, 
showed that ADWIN had the best predictive accuracy. Page Hinkley and 
DDM had the worst performance since these methods could not detect 
any drift. 

Similarly, Fig. 8(a.1, a.2, a.3 and a.4) shows the experiment results 
for Yelp ZIP dataset using LR as a base learner. It can be noticed that 
EDDM performed best in D1-D1 partition. Though, using D1-D2, D1-D3, 
and D1-D4 dataset partitions, ADWIN achieved the best predictive ac-
curacy. However, Page Hinkley and DDM performance were worst and 
these methods were not able to detect any drift. 

Based on the results of Yelp Zip using SVM as a base learner (shown 
5 Scikit-multi-flow. Available at https://scikit-multiflow.github.io/scikit 

-multiflow/index.html. It was accessed on January 10, 2020. 
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in Fig. 8(b.1, b.2, b.3, and b.4)), ADWIN obtained the best predictive 
accuracy while Page Hinkley and DDM performance achieved the worst 
accuracy. This is because Page Hinkley and DDM were both not able to 
identify any drift in the data partitions. Furthermore, we obtained the 
same results using PNN as a base learner on Yelp ZIP dataset (see Fig. 8 

(c.1, c.2, c.3 and c.4)). ADWIN functioned well and achieved the best 
predictive accuracy while Page Hinkley and DDM obtained the worst 
performance. 

For Yelp CHI, results can be seen from Fig. 9 using different base 
learners. Using Yelp CHI with LR as a base learner, as shown in Fig. 9 
(a.1, a.2, and a.3), ADWIN performed better and achieved the best 
predictive accuracy. On the other hand, Page Hinkley and DDM had a 
poor performance and they could not detect any drift. Fig. 9(b.1, b.2, 
and b.3) shows results for SVM as a base learner; in the given scenario, 
EDDM achieved the best performance and DMM performed the worst in 
terms of predictive accuracy. DDM failed to identify any drift in Yelp CHI 
dataset partitions. As in Fig. 9(c.1, c.2, and c.3), using Perceptron as a 
base learner, EDDM achieved a remarkable accuracy. Meanwhile, Page 
Hinkley and DDM had the worst performance. 

Fig. 10 illustrates the predictive accuracy of the Yelp consumer 
electronic dataset using different base learners. Fig. 10(a.1, a.2, and a.3) 
shows the results of LR as the base learner. It can be seen that EDDM 
achieved the best performance in D1-D3, D1-D4 dataset partitions, while 
ADWIN was the best in (D1-D5) dataset partition. However, Page 
Hinkley and DDM performed the worst because drift could not be 
identified by these methods. Further, Fig. 10(b.1, b.2, and b.3) shows the 
best performance achieved by EDDM for this dataset partitions (D1-D3, 
D1-D4) using SVM as a base learner while ADWIN performed the best in 
(D1-D5) dataset partition. However, DDM had the worst results using 
SVM as a base learner. Furthermore, Fig. 10(c.1, c.2, and c.3) indicates 

Table 1 
The main statistics and classification performance with 95% confidential interval of various classifiers over-time for Yelp NYC real world dataset parts - D1 
(2004–2009), D2 (2010–2011), D3 (2012–2013), D4 (2014–2015) (F: Fake G: Genuine).  

Dataset part Training size  Testing size  Average accuracy SVM Average accuracy LR Average accuracy PNN  

F G F G    

D1 2495 2471 621 621 63.65% ± 0.026 66.36% ± 0.026 59.62% ± 0.027 
D2   621 621 62.86% ± 0.027 65.65% ± 0.026 58.43% ± 0.027 
D3   621 621 62.31% ± 0.027 63.59% ± 0.026 57.49% ± 0.027 
D4   621 621 60.51% ± 0.027 62.31% ± 0.027 57.45% ± 0.027  

Table 2 
The main statistics and classification performance with 95% confidential interval of various classifiers over-time for Yelp ZIP real world dataset parts based on dates 
(years) D1 (2004–2009), D2 (2010–2011), D3 (2012–2013), D4 (2014–2015) (F: Fake G: Genuine).  

Dataset part Training size  Testing size  Average accuracy SVM Average accuracy LR Average accuracy PNN  

F G F G    

D1 4736 4681 1150 1205 65.93% ± 0.019 68.54% ± 0.018 61.79% ± 0.019 
D2   1178 1178 64.28% ± 0.026 67.16% ± 0.025 61.21% ± 0.027 
D3   1178 1178 63.01% ± 0.027 65.45% ± 0.026 59.36% ± 0.027 
D4   1178 1178 61.41% ± 0.027 63.44% ± 0.026 58.36% ± 0.027  

Table 3 
The main statistics and classification performance with 95% confidential interval of various classifiers over-time for Yelp Chi real world dataset parts D1 (2004–2008), 
D2 (2009–2010), D3 (2011–2012) (F: Fake G: Genuine).  

Dataset part Training size Testing size Average accuracy SVM Average accuracy LR Average accuracy PNN  

F G F G    

D1 1021 1004 262 245 62.08% ± 0.042 64.64% ± 0.043 61.05% ± 0.043 
D2   254 254 61.45% ± 0.042 64.13% ± 0.041 60.14% ± 0.042 
D3   254 254 59.22% ± 0.042 60.86% ± 0.042 57.17% ± 0.042  

Table 4 
The main statistics and classification performance with 95% confidential in-
terval of various classifiers over-time for Yelp consumer electronic real-world 
dataset parts D1 (2004–2009), D2 (2010–2011), D3 (2012–2013), D4 
(2014–2015), D5 (2016–2017) (F: Fake G: Genuine).  

Dataset 
part 

Training 
size 

Testing size Average 
accuracy 
SVM 

Average 
accuracy 
LR 

Average 
accuracy 
PNN  

F G F G    

D1 443 443 110 112 60.82% ±
0.092 

60.92% ±
0.096 

59.95% ±
0.097 

D2   519 519 56.19% ±
0.030 

55.71% ±
0.030 

55.37% ±
0.030 

D3   519 519 55.18% ±
0.030 

54.83% ±
0.030 

54.83% ±
0.030 

D4   519 519 54.49% ±
0.030 

54.29% ±
0.030 

53.75% ±
0.030 

D5   519 519 53.61% ±
0.030 

54.12% ±
0.030 

53.38% ±
0.030  

Fig. 3. Comparison of all classifiers against each other using Nemenyi test on Yelp NYC that showed a significant difference between various classifiers at (p-value =
0.05). where the classifiers are not connected. 
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that EDDM had the highest predictive performance in (D1-D4, D1-D5) 
dataset partitions using Perceptron as a base learner while Hinkley 
and DDM were not able to detect any drift in the dataset partitions. 

Finally, the use of drift detection allowed the base learners to achieve 
higher classification performance only using a base learner without drift 
detection. However, we cannot make a strong statement that drift de-
tectors outperformed other methods without drift method. The predic-
tive accuracy for all base learners would fall once a concept drift had 
occurred until they adapt to the most recent reviews. The results showed 
that there is a significant concept drift problem in fake reviews detection 
that indicates the data changes over time, due to the spammers’ 
behaviour. 

We conclude that these drift detection methods are beneficial in real- 
world data streams. Nevertheless, we cannot make a strong statement 
depending on the predictive accuracy since the position of concept drift 
is unknown. ADWIN achieved the best performance in Yelp Zip, Yelp 
NYC and Yelp CHI real-world datasets partitions based on the predictive 

accuracy while EDDM achieved the best performance in most of Yelp 
consumer electronic real-world dataset partitions based on the predic-
tive accuracy. 

Similarly, to emphasise that the experiment’s results were not ach-
ieved by chance, we used the non-parametric statistical analysis tool, the 
Friedman test, as described in section 5.1. The primary null hypothesis 
for the Friedman test is that all the methods which have the same per-
formance can be missed. Figs. 11– 13 show the average ranking of the 
drift detection based on predictive accuracy using different base 
learners. We conclude that the behaviour of different methods depends 
on the datasets. 

The Friedman test displayed a more significant difference in the 
approach scored with a confidence interval of α = 0.05. The post-hoc 
Nemenyi test was used to conduct a paired comparison to show that 
the performance between two methods differed significantly when the 
difference between their results is more significant or equal to a critical 
difference (CD) (Demšar, 2006). The CD was calculated using the 

Fig. 4. Comparison of all classifiers against each other using Nemenyi test on Yelp ZIP that showed a significant difference between various classifiers at (p-value =
0.05) where the classifiers are not connected. 

Fig. 5. Comparison of all classifiers against each other using Nemenyi test on Yelp CHI that showed a significant difference between various classifiers at (p-value =
0.05) where the classifiers are not connected. 

Fig. 6. Comparison of all classifiers against each other using Nemenyi test on Yelp Consumer Electronic that showed a significant difference between various 
classifiers at (p-value = 0.05) where the classifiers are not connected. 

Table 5 
Predictive accuracy using PNN Classifier with 95% confidential interval that showed the highest performance score for each drift detection method and without drift 
detection methods (Only classifier).  

Dataset Name Dataset parts PNN Classifier DDM EDDM ADWIN Page Hinkley 

Yelp NYC D1-D1 60.87% ± 0.012 60.87% ± 0.012 60.57% ± 0.011 61.42% ± 0.012 60.87% ± 0.012 
D1-D2 69.37% ± 0.005 69.37% ± 0.005 69.63% ± 0.005 77.37% ± 0.005 69.37% ± 0.005 
D1-D3 74.81% ± 0.004 74.81% ± 0.004 75.02% ± 0.004 82.73% ± 0.004 74.81% ± 0.004 
D1-D4 74.90% ± 0.005 74.90% ± 0.005 75.14% ± 0.005 84.89% ± 0.005 74.90% ± 0.005  

Yelp ZIP D1-D1 65.88% ± 0.008 65.88% ± 0.008 67.67% ± 0.008 71.63% ± 0.007 65.88% ± 0.008 
D1-D2 77.12% ± 0.003 77.12% ± 0.003 78.21% ± 0.003 86.04% ± 0.003 77.12% ± 0.003 
D1-D3 82.59% ± 0.02 82.59% ± − 0.02 83.53% ± − 0.02 90.56% ± − 0.02 82.59% ± − 0.02 
D1-D4 81.56% ± 0.003 81.56% ± 0.003 82.65% ± 0.003 91.02% ± 0.003 81.56% ± 0.003  

Yelp CHI D1-D1 56.68% ± 0.019 56.68% ± 0.019 55.66% ± 0.019 56.68% ± 0.019 56.68% ± 0.019 
D1-D2 61.80% ± 0.009 61.80% ± 0.009 61.13% ± 0.009 65.43% ± 0.009 61.80% ± 0.009 
D1-D3 63.58% ± 0.009 63.58% ± 0.009 63.08% ± 0.009 66.84% ± 0.008 63.58% ± 0.009  

Yelp Consumer Electronic D1-D1 54.98% ± 0.044 54.98% ± 0.044 54.98% ± 0.044 54.98% ± 0.044 54.98% ± 0.044 
D1-D2 55.94% ± 0.022 55.94% ± 0.022 55.94% ± 0.022 55.94% ± 0.022 55.94% ± 0.022 
D1-D3 57.48% ± 0.015 57.48% ± 0.015 57.19% ± 0.015 57.48% ± 0.015 57.48% ± 0.015 
D1-D4 66.90% ± 0.010 66.90% ± 0.010 69.31% ± 0.010 66.07% ± 0.010 66.90% ± 0.010 
D1-D5 71.62% ± 0.010 71.62% ± 0.010 74.28% ± 0.010 74.19% ± 0.010 71.62% ± 0.010  
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Nemenyi test with a confidence interval of α = 0.05, which was 1.53. 
Figs. 11–13 display results from the Yelp NYC, Yelp ZIP and Yelp CHI 
real-world datasets. These results indicate that the variance of the base 
learners is dissimilar; this rejects the null hypothesis. For all datasets, 
ADWIN performed significantly better (the lowest average ranking) than 
DDM and Page Hinkley, using SVM as a base learner. The ADWIN and 
EDDM methods were hugely better in performance using SVM as a base 
learner in term of predictive accuracy. EDDM, DDM and Page Hinkley 
have similar statistical performance. 

Similarly, ADWIN is significantly better (the lowest average ranking) 
DDM in all datasets, using LR as a base learner. The ADWIN and EDDM 
methods were hugely better in performance than LR as a base learner in 
term of predictive accuracy. EDDM, Page Hinkley and DDM have the 
same statistical performance. 

Lastly, using PNN as a base learner, ADWIN was significantly better 
than the DDM best method for all the datasets with the lowest average 
ranking. EDDM, Page Hinkley and DDM have the same statistical 
performance. 

5.2.2. Number of Drifts 
As Yelp datasets are considered to be real-world datasets, it is un-

known if they have drift or not and there is no ground truth for drifts, if 
they exist. We do not know whether drifts occur; it is challenging 
obtaining the location of drift in these datasets due to velocity and un-
binds size of real-world data streaming. We cannot use the false positive 

and negative for drift detector. As a consequence, we only utilise pre-
dictive accuracy, number of drifts and evaluation time as evaluation 
metrics. 

The number of drifts for Yelp real-world datasets, as shown in 
Table 8, can show the ability of each concept drift detection algorithm in 
detecting concept drift. The results showed that using SVM as a base 
learner achieved the best results with EDDM methods on Yelp NYC, 
where LR and PNN had the worst results with Page Hinkley and DDM 
drift detection methods. 

On Yelp ZIP, using LR a base learner with EDDM achieved the best 
results, while PNN as the base learner with Page Hinkley and DDM had 
the worst results. While for Yelp CHI, SVM had the best results with 
EDDM while PNN and LR and SVM had the worst results with Page 
Hinkley and DDM methods. For Yelp CHI, SVM had the best results with 
EDDM while PNN and LR and SVM had the worst results with Page 
Hinkley and DDM methods. Lastly, for Yelp consumer electronic dataset, 
using SVM, a base learner with EDDM achieved the best results, while 
PNN as the base learner with Page Hinkley and DDM had the worst 
results. 

Despite this observation that the concept drift detection is better than 
with no detection method, the results given in the table below show the 
ability of drift detection methods to detect the number of alarms which 
can lead to higher classification performance. However, it does not 
necessarily imply that with no drift method are outperformed by drift 
detection methods. 

Table 6 
Predictive accuracy using SGD (LR) Classifier with 95% confidential interval showed the highest performance score for each drift detection method and without drift 
detection methods (Only classifier).  

Dataset Name Dataset parts SGD (LR) Classifier DDM EDDM ADWIN Page Hinkley 

Yelp NYC D1-D1 62.21% ± 0.012 62.21% ± 0.012 60.74% ± 0.012 62.21% ± 0.012 62.21% ± 0.012 
D1-D2 67.17% ± 0.005 67.17% ± 0.005 67.32% ± 0.005 81.11% ± 0.005 67.17% ± 0.005 
D1-D3 70.20% ± 0.004 70.20% ± 0.004 70.52% ± 0.004 86.58% ± 0.004 70.93% ± 0.004 
D1-D4 72.05% ± 0.005 72.05% ± 0.005 72.43% ± 0.005 86.75% ± 0.005 72.05% ± 0.005  

Yelp ZIP D1-D1 67.05% ± 0.008 67.05% ± 0.008 76.37% ± 0.008 75.12% ± 0.008 67.05% ± 0.008 
D1-D2 71.41% ± 0.004 71.41% ± 0.004 76.65% ± 0.004 88.22% ± 0.004 71.41% ± 0.004 
D1-D3 74.67% ± 0.003 80.61% ± 0.003 82.30% ± 0.003 92.14% ± 0.003 85.52% ± 0.003 
D1-D4 76.39% ± 0.003 76.14% ± 0.003 81.66% ± 0.003 91.72% ± 0.003 79.99% ± 0.003 

Yelp CHI D1-D1 58.57% ± 0.019 58.57% ± 0.019 57.97% ± 0.019 58.57% ± 0.019 58.57% ± 0.019 
D1-D2 62.20% ± 0.009 62.20% ± 0.009 62.25% ± 0.009 69.35% ± 0.009 62.20% ± 0.009 
D1-D3 63.73% ± 0.009 63.73% ± 0.009 63.73% ± 0.009 73.52% ± 0.009 63.73% ± 0.009  

Yelp Consumer Electronic D1-D1 59.49% ± 0.043 59.49% ± 0.043 59.49% ± 0.043 59.49% ± 0.043 59.49% ± 0.043 
D1-D2 57.75% ± 0.022 57.75% ± 0.022 55.67% ± 0.022 57.75% ± 0.022 57.75% ± 0.022 
D1-D3 61.01% ± 0.015 61.01% ± 0.015 62.93% ± 0.015 61.01% ± 0.015 61.01% ± 0.015 
D1-D4 69.37% ± 0.010 70.81% ± 0.009 74.03% ± 0.009 71.30% ± 0.009 71.31% ± 0.009 
D1-D5 73.91% ± 0.010 73.91% ± 0.010 81.65% ± 0.009 81.67% ± 0.009 73.91% ± 0.010  

Table 7 
Predictive accuracy using SGD (SVM) Classifier with 95% confidential interval showed the highest performance score for each drift detection method and without drift 
detection methods (Only classifier).  

Dataset Name Dataset parts SGD (SVM) Classifier DDM EDDM ADWIN Page Hinkley 

Yelp NYC D1-D1 60.74% ± 0.012 61.87% ± 0.012 62.35% ± 0.012 60.74% ± 0.012 60.74% ± 0.012 
D1-D2 67.31% ± 0.005 67.93% ± 0.005 69.02% ± 0.005 76.38% ± 0.005 67.31% ± 0.005 
D1-D3 71.84% ± 0.004 72.49% ± 0.004 73.92% ± 0.004 84.85% ± 0.003 71.84% ± 0.004  

Yelp ZIP D1-D1 66.48% ± 0.009 66.48% ± 0.009 66.70% ± 0.009 71.49% ± 0.009 66.48% ± 0.009 
D1-D2 73.61% ± 0.004 73.61% ± 0.004 74.21% ± 0.004 85.75% ± 0.004 73.61% ± 0.004 
D1-D3 78.57% ± 0.003 79.14% ± 0.003 79.27% ± 0.003 91.35% ± 0.003 80.45% ± 0.002  

Yelp CHI D1-D1 59.25% ± 0.019 59.25% ± 0.019 57.34% ± 0.019 59.25% ± 0.019 59.25% ± 0.019 
D1-D2 62.92% ± 0.009 62.92% ± 0.009 63.62% ± 0.009 67.12% ± 0.009 62.92% ± 0.009 
D1-D3 64.13% ± 0.009 64.13% ± 0.009 65.84% ± 0.009 68.17% ± 0.009 65.10% ± 0.009  

Yelp Consumer Electronic  
D1-D1 57.17% ± 0.043 57.17% ± 0.043 57.17% ± 0.043 57.17% ± 0.043 57.17% ± 0.043  
D1-D2 56.33% ± 0.022 56.33% ± 0.022 54.68% ± 0.022 56.33% ± 0.022 56.33% ± 0.022  
D1-D3 58.08% ± 0.015 58.08% ± 0.015 59.24% ± 0.015 58.08% ± 0.015 58.08% ± 0.015  
D1-D4 67.09% ± 0.010 67.09% ± 0.010 69.03% ± 0.010 68.86% ± 0.010 67.10% ± 0.010  
D1-D5 72.31% ± 0.010 72.31% ± 0.010 76.67% ± 0.009 76.72% ± 0.009 72.31% ± 0.010  
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Pesaranghader and Viktor (2016) and Pesaranghader et al. (2018b) 
found that the highest number of drifts did not lead to the highest ac-
curacy. This is precisely what occurs during our experiments, where the 
EDDM detected the highest number of drifts and achieved the second 
highest accuracy after ADWIN algorithm. 

Huang et al. (2015) and Pesaranghader and Viktor (2016) argued 
that there are two reasons the drift detection methods lead to the same 
accuracies, while some of them detect less drift than others. First, the 
drift detectors caused less false positives when the drift detection algo-
rithm had not detected any drifts or detect less number than other 
methods. Second, having fewer drifts detected leads to lower accuracy 
and suggests significant false positives. Therefore, depending on the 
findings in this literature, it is more likely that EDDM caused false 
positives, the number of points incorrectly considered as drifts over the 
total number of points which are not drifts, whilst Page Hinkley caused 
false negatives, the number of drifts incorrectly left unidentified over the 
total number of drifts in a stream. Lastly, it is worth mentioning that 
EDDM frequently detects drift in the early stages if the distance between 
two classification errors is small (Pesaranghader et al., 2018b), and this 
has precisely occurred in our work. 

5.2.3. Evaluation time 
Tests were performed on a MacBook Pro computer, running a 2.7 

GHz Intel Core i7. 16 GB of main memory and running the mac operating 
system. The evaluation times (run-time per second) are presented in 
Table 9 for four real-world Yelp datasets. As shown in the table 9, 
ADWIN was the fastest method on all the datasets as it compares all sub- 
windows of its sliding window for drift detection. These are represented 

as dynamic and fast-reactive in the presence of drift. While DDM was the 
worst dataset due to the creation of the base learner was trained since 
the warning level. We can conclude that the best methods depend on 
both the dataset and base learner. 

6. Conclusions 

We analysed one significant question centred around fake reviews 
detection that required a diverse evaluation technique to arrive at a 
solution. To provide the answers, we conducted a comprehensive anal-
ysis to assess the correlation between the concept drift and classification 
performance using four real-world datasets. All of these experiments 
were implemented using python language. To the best of our knowledge, 
this is an innovative paper which studies the correlation between 
concept drift score and classification performance in fake reviews 
detection. Moreover, we divided the experiments into three parts:  

• Will the performance of the classification techniques affect sorting 
the reviews in chronological order when changed over-time? 

We used three machine learning methods to study the characteristics 
of the changes in the reviews over time. Results for the classification 
performance provided enough evidence indicating that the performance 
for all methods decreased over time due to the time and nature of the 
reviews. Therefore, we recommend updating the prediction model 
frequently. Furthermore, these experiments were conducted using 
different classifiers where the LR is significantly better than SVM and 
PNN in Yelp ZIP, Yelp NYC and Yelp CHI datasets while SVM and PNN 

Fig. 7. Predictive accuracies in the real-world Yelp NYC dataset partitions using LR, SVM and PNN base learners where the x-axis is present the time steps and y-axis 
present the predictive accuracy. 
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Fig. 7. (continued). 
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Fig. 8. Predictive accuracies in the real-world Yelp ZIP dataset partitions using LR, SVM and PNN base learners where the x-axis is present the time steps and y-axis 
present the predictive accuracy. 
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Fig. 8. (continued). 

Fig. 9. Predictive accuracies in the real-world Yelp CHI dataset partitions using LR, SVM and PNN base learners where the x-axis is present the time steps and y-axis 
present the predictive accuracy. 
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are significantly better than LR in Yelp consumer electronic datasets.  

• Is there any significant concept drift problem in the fake review 
datasets? 

In terms of concept drift detection, four benchmark drift detection 

methods (DDM, EDDM, Page Hinkley and ADWIN) with three base 
learners (SVM, LR and PNN) were used to analyse the concept drift in the 
fake review datasets in a fully supervised setting. The experimental re-
sults showed that there is a significant concept drift problem in fake 
review detection due to the spammers’ behaviour which indicates that 
there is a temporal dependency between reviews of a stream. 

Fig. 9. (continued). 
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Fig. 10. Predictive accuracies in the real-world Yelp Consumer Electronic dataset partitions using LR, SVM and PNN base learners where the x-axis is present the 
time steps and y-axis present the predictive accuracy. 
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Fig. 10. (continued). 
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Regarding predictive accuracy, the results indicate that:  

• Using PNN as a base learner, ADWIN had the best average predictive 
accuracies with lowest average ranking in the Yelp ZIP, Yelp NYC 
and Yelp CHI datasets. EDDM had the best average predictive ac-
curacies with second-lowest average ranking in the Yelp consumer 
electronic dataset. DDM was the worst in both metrics. 

• Using SVM as a base learner, ADWIN and EDDM had the best pre-
dictive accuracies in the all datasets. ADWIN was the lowest average 
ranking, while Page Hinkley was the worst in both metrics.  

• Using LR as a base learner, ADWIN had the best predictive accuracies 
with lowest average ranking in the Yelp ZIP, Yelp NYC and Yelp CHI 
datasets. ADWIN and EDDM had the best predictive accuracies with 
the second-lowest average ranking in the Yelp consumer electronic 
dataset. DDM was the worst in both metrics. 

Fig. 11. Comparison of all classifiers against each other using Nemenyi test with SVM as a base learner which showed the statistical difference between various 
concept drift detection methods at (p-value = 0.05). where the classifiers are not connected. 

Fig. 12. Comparison of all classifiers against each other using Nemenyi test with LR as a base learner which showed the statistical difference between various concept 
drift detection methods at (p-value = 0.05). where the classifiers are not connected. 

Fig. 13. Comparison of all classifiers against each other using Nemenyi test with PNN as a base learner which showed the statistical difference between various 
concept drift detection methods at (p-value = 0.05). where the classifiers are not connected. 

Table 8 
Number of drifts detected in four real world Yelp datasets partitions.  

Dataset Name Dataset parts DDM EDDM ADWIN Page Hinkley  

Yelp NYC  SVM LR PNN SVM LR PNN SVM LR PNN SVM LR PNN   

D1-D1 1 0 0 14 6 2 0 0 1 0 0 0   
D1-D2 1 0 0 14 6 2 6 14 9 0 0 0   
D1-D3 1 0 0 14 6 2 10 16 5 0 1 0   
D1-D4 1 0 0 14 6 2 7 10 8 0 0 0   

Yelp ZIP   
D1-D1 0 0 0 10 27 7 5 5 8 0 0 0   
D1-D2 0 0 0 10 27 7 12 17 16 0 0 0   
D1-D3 1 2 0 10 35 7 14 22 15 1 7 0   
D1-D4 0 3 0 10 27 7 12 14 14 0 2 0   

Yelp CHI   
D1-D1 0 0 0 8 2 1 0 0 0 0 0 0   
D1-D2 0 0 0 8 2 1 2 5 5 0 0 0   
D1-D3 0 0 0 8 2 1 5 5 3 1 0 1   

Yelp Consumer Electronic   
D1-D1 0 0 0 2 1 0 0 0 0 0 0 0   
D1-D2 0 0 0 4 1 3 0 0 0 0 0 0   
D1-D3 0 0 0 14 12 12 0 0 0 0 0 0   
D1-D4 0 1 0 6 5 6 4 1 2 1 1 0   
D1-D5 0 0 0 4 3 3 4 2 3 0 0 0   
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• Analysing most of the tested datasets, ADWIN, and EDDM were the 
best methods due to both metrics, predictive accuracy and average 
ranking. 

Regarding evaluation time, using PNN as a base learner, ADWIN was 
the fastest method in 11 out of 16 of the real-world Yelp datasets par-
titions, which was faster than a base learner in some real-world datasets, 
while DDM was the worst in most of the real-world Yelp datasets for 
each arriving instance. 

Regarding the number of drifts, the results showed that using SVM as 
a base learner achieved the best results with EDDM methods on Yelp 
NYC where LR and PNN had the worst results with Page Hinkley and 
DDM. On Yelp ZIP dataset, EDDM with LR as the base learner achieved 
the best results, while using PNN as a base learner with Page Hinkley and 
DDM had the worst results. For Yelp CHI dataset, the SVM had the best 
results with EDDM, while PNN and LR and SVM had the worst results 
with Page Hinkley and DDM methods. Lastly, for Yelp consumer elec-
tronic dataset, EDDM with SVM achieved the best results while DDM 
and Page Hinckley with PNN had the worst results. 

• Is there any correlation between the concept drift and the classifi-
cation performance of reviews? 

The experimental results in this paper indicate that there is a strong 
negative correlation between the concept drift problem and classifica-
tion performance since the concept drift negatively affects the prediction 
model performance. 

To conclude, it is essential to mention that the experiments reported 
in this paper represent a first step towards building a more effective 
model for fake review detection and determine which drift detection 
methods are best at solving concept drift in the real-world data stream. 

Our future work will be proposed a new efficient method to handle 
the concept drift problem in fake reviews detection. 
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