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The present report is the result of a study initiated at the BSI (Bundesamt für Sicherheit in der Informationstechnik), the German Federal Office for Information Security. The main motivation behind the study was to obtain a state-of-the-art account on formal methods used in academia, industry, and governmental institutions in charge of certifying information technology products, and to infer where and how formal methods can be deployed to improve over current development practices.

A major challenge for this study is the huge amount of scientific publications in the domain: search requests on “formal methods” return more than 100,000 citations on Google Scholar. Moreover, formal methods are mathematically involved and their landscape is currently fragmented into very diverse approaches. Scientific opinions are often diverging and attempts at drawing general rules face multiple exceptions and counterexamples. Surveys on formal methods exist but focus on specific topics rather than providing a global overview.

The present report aims at presenting a comprehensive picture of the situation, in which the different approaches to formal methods are organized into a systematic framework and compared with each other. Due to the limited time frame allocated to the study, exhaustiveness was not feasible — this would have required the double of time and twice as many pages.

Therefore, priority has been given to breadth-first rather than depth-first exposition, not to duplicate existing books on specialized aspects of formal methods. Also, the emphasis has been placed on methodological issues to address the concerns of project managers in charge of safety- and security-critical projects.

As much as possible, the report tries to be clear, ordered, concise, neutral, and avoids using mathematical symbols intensively, as being bound to formal definitions would have caused a loss of generality, selecting particular approaches while excluding others. A specific effort was made to position formal methods with respect to conventional methodologies used in industry.

The preparation of this report would have been much harder, if not impossi-
ble, without the online services provided by three Web institutions: Google, Wikipedia, and Michael Ley’s DBLP at the University of Trier.

In particular, the report cites many Wikipedia pages that, together with other Web pages, deliver additional information on software engineering, hardware design, and formal methods. Even if such pages are less detailed and stable than the traditional, perennial sources of scientific information (textbooks, scientific journals, and conference proceedings), their merit is to provide valuable information that is synthetic, readily, and freely available.

This study greatly benefited from fruitful discussions with numerous scientists, among whom Cyrille Comar, Marie-Claude Gaudel, Patrice Godefroid, Roland Groz, Holger Hermanns, Joost-Pieter Katoen, Gérard Ladier, Pascal Lafourcade, Flemming Nielson, and Reinhard Wilhelm. May they be warmly thanked for their help.
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Chapter 1

Motivation

1.1 Introduction

Since the introduction of early commercial computers in the 50s, the part of human activities that depend on computers has been increasing steadily. From the final goods used in everyday life (watches, consumer electronics, telephones, cars, etc.) to the largest national and international infrastructures (energy, transportation, etc.), many functions that were previously performed mechanically or electrically are now handled digitally. As a consequence, the number of microcontrollers and microprocessors now far exceeds (and grows faster than) the total human population on the Earth.

This phenomenon was made possible by a combination of major advances in all facets of computer science:

- Increase in computing power, as illustrated by Moore’s and Koomey’s laws, which state that the computation power of a processor and the number of operations that can computed with a given amount of energy double every 18–24 months;

- Increase in data storage capabilities, as illustrated, e.g., by Kryder’s law, which states that the number of bits that can be stored on magnetic disks doubles every 12 or 18 months; similarly, Information Week reports that the data base size of the largest warehouses has been growing at an extraordinary pace since 1998;

- Increase in connectivity, as illustrated by the growth of telecommunication bandwidth and mobile traffic;

- Increase in software productivity, which enabled the development of large amounts of software, the growth of which is estimated to be exponential, at least in the case of open source software.
In many cases, computer automation delivers more flexible and reliable devices and infrastructures by enabling repetitive tasks previously done by humans, often in a sporadic manner, to be accomplished with precision and regularity.

However, computer automation may also increase the risk of failures or malfunctioning. This may have dramatic consequences, especially for two classes of systems:

- **Life-critical systems** (also called safety-critical systems) are systems that, if they fail or malfunction, may threaten human lives. Typical examples of such systems can be found in transport (cars, trains, planes, etc.), energy (nuclear plants, etc.), and medicine (assisted surgery, medical devices, etc.).

- **Mission-critical systems** (also called business-critical systems) present different risks than the former ones, as their failure or malfunction may only generate financial losses. Such risks are increased for systems having a long lifetime, deployed in large numbers, intensively used by many people, and/or difficult or even impossible to repair while operating. Typical examples are unmanned space ships, satellites, banking applications, security systems, etc.

The frontier between both classes is not always clear, due to the complex dependencies in modern societies. For instance, huge financial losses or

Further reading:
- Wikipedia: Moore’s law
- Wikipedia: Koomey’s law
- Wikipedia: Kryder’s law
- ITU. Mobile traffic forecasts 2010–2020 – http://groups.itu.int/LinkClick.aspx?fileticket=jUF0k4SHa-U%3D&tabid=1497&mid=5129
security breaches may negatively impact human health and well-being. Also, for cost reasons, it is not uncommon that components developed for mission-critical purpose only (e.g., microprocessors, operating systems, compilers, etc.) become eventually used in life-critical systems.

There are numerous examples of failures affecting computer-based systems. Regarding hardware-specific failures, one can mention the Pentium floating-point division bug (1994) and the Cougar Point chipset flaw (2011), which costed Intel 475 million and one billion dollars, respectively. Regarding software-specific failures, the Therac 25 radiotherapy engine killed five persons in the 80s due to bad software design. Regarding large-scale infrastructures, the failure of the Denver airport automated baggage system (1994) delayed the airport’s opening for 16 months with a cost overrun larger than 250 million dollars. This list is by no means complete, as every week the Risks Digest forum reports new examples of risks to the public caused by computers and computer-based systems.

Further reading:
- Wikipedia: Pentium_FDIV_bug
- Wikipedia: Sandy_Bridge#Cougar_Point_chipset_flaw
- Wikipedia: Therac-25
- Wikipedia: Denver_Airport#Automated_baggage_system
- Wikipedia: List_of_software_bugs
- The Risks Digest – http://catless.ncl.ac.uk/risks
- Safety Critical List – http://www.cs.york.ac.uk/hise/sc_list_arc.php

There are different reasons for failure or malfunctioning:

- **Design errors** prevent a system from achieving its intended functionality. Such errors often occur during the early phases of system design and may be caused by inappropriate capture of system requirements, or inaccurate modeling of the actual environment in which the system is supposed to function, or mathematical errors in complex control equations, or errors in critical algorithms and data structures that the system is relying upon, or unexpected interactions between several functionalities that must be provided simultaneously, etc.

- **Hardware faults** encompass physical or logical issues in microprocessors, microcontrollers, integrated circuits, sensors, actuators, etc. Certain issues come from hardware obsolescence and cannot be prevented from occurring; it is therefore mandatory that systems can detect, cope with, and recover from hardware faults.
• **Software bugs** are logical mistakes when implementing the software part of a system. There are many kinds of bugs (e.g., run-time errors, non-terminating loops, deadlocks, etc.) depending whether the software is sequential, parallel, or distributed.

Further reading:
- Wikipedia: Software_bug

• **Security issues** occur when a system is not robust enough to resist to malevolent users and/or intentional attackers. Nowadays, this has become a critical topic as more and more systems run in an open world connected to the internet.

Further reading:
- Wikipedia: Security_bug
- Wikipedia: Vulnerability_(computing)

• **Performance issues** occur when a system cannot deliver its expected, quantitative performance, e.g., because it executes too slowly or because it consumes too much energy or other resources. There are many systems (e.g., image processing devices, broadcasting networks, consumer electronics, etc.) for which correct functionality is only moderately important, but whose added value and usability critically depend on performance criteria.

In an ideally simple world, designing and implementing correct and robust computer-based systems should not be a tremendous task. But there are practical reasons that make this task more difficult than it should be. In addition to the permanent needs for reducing costs and shortening time-to-market, five key factors contribute to make system design more complex:

1. Certain problems in hardware, software, and system design are inherently difficult. This is the case of *fault-tolerant systems*, which have to recover from physical or logical failures, and *concurrent systems*, which rely on the co-operation and coordination of multiple agents executing simultaneously.

2. Because of economical competition, new functionalities are constantly added to systems in order to deliver better value to the customers.

\[1\] Of course, taking into account simultaneously several of these factors creates an additional complexity.
This race to expanding functionality (*feature creep*) is a major cause for the explosion of the software size (*software bloat*).

3. System complexity also derives from the existence of economical competition, as systems often must support or interact with multiple platforms (e.g., hardware architectures, processors, operating systems, middleware, computer languages, etc.) and to handle legacy applications.

4. The quest for performance drives system designers and implementers into inventing optimized algorithms that deliver enhanced performance at the expense of increased complexity.

5. Finally, the need for security, which comes along with the growing role devoted to computers, forces system designers to introduce new features (e.g., authentication and authorization procedures) that increase complexity and may raise new issues, such as privacy concerns.

---

Further reading:

- Wikipedia: Error-tolerant design
- Wikipedia: Fault-tolerant design
- Wikipedia: Fault-tolerant system
- Wikipedia: Fault-tolerant computer system
- Wikipedia: Concurrency_(computer_science)
- Wikipedia: Concurrent_computing
- Wikipedia: Distributed_computing
- Wikipedia: Feature_crep
- Wikipedia: Software_bloat
- Wikipedia: Overengineering
- Wikipedia: Legacy_system

---

Therefore, a crucial question is to ensure that computer-based systems function according to their expectations. This problem has been identified for long, at least since the end of the 60s. There are different approaches to this problem; we may classify them into *organizational* ones and *technical* ones.

- **Organizational approaches** consider the problem as a particular instance of the more general *product quality* problem: how to build computer-based systems with zero defects? Various methodologies and standards have been proposed for quality enhancement, such as ISO 9001 (*Quality management systems – Requirements*), CMMI (*Capability Maturity Model Integration*), and ISO 15504 (*Software Process Improvement and Capability dEtermination*).
Further reading:

- Wikipedia: Zero_defects
- Wikipedia: Quality_assurance
- Wikipedia: Quality_control
- Wikipedia: Quality_management
- Wikipedia: Quality_management_system
- Wikipedia: Software_quality
- Wikipedia: Capability_Maturity_Model_Integration
- Wikipedia: ISO/IEC_15504

- Technical approaches address the problem by putting the focus primarily on the system itself and on computer-science aspects. In particular, much attention is granted to software aspects, often with careful examination of source code. Many such techniques have been developed for producing, testing, and validating computer-based systems. Many of them (often the less costly and less disruptive ones) have been already adopted by industry and integrated in product development methodologies. These techniques (which will be reviewed in Chapter 4) enable to prevent, or detect and eliminate a majority of mistakes in a given product. However, certain mistakes still remain undetected, particularly in the case of complex systems. The existence of such residual mistakes (sometimes called high-quality bugs) is a major concern for life- or mission-critical systems. For this reason, alternative and/or complementary techniques have to be investigated.

This report is about formal methods, which are considered to be the best candidates for going beyond those techniques commonly adopted by industry, and which constitute a promising step towards zero-defect computer-based systems.

1.2 What are formal methods?

Formal methods can be seen as a scientist’s reaction against empirical approaches, namely organizational approaches, which sometimes focus more on the design process than on the product itself, and technical approaches that rely heavily on testing to detect (certain but not all) design and programming mistakes.
1.2. What are formal methods?

As it will be shown in Section 1.3, formal methods are multiple and diverse, so that it is difficult to give a unique definition that encloses and characterizes formal methods uniquely. We propose here the following definition: *Formal methods in a broad sense are mathematically well-founded techniques designed to assist the development of complex computer-based systems; in principle, formal methods aim at building zero-defect systems, or at finding defects in existing systems, or at establishing that existing systems are zero-defect.*

To be more specific, we can mention three general traits common to most formal methods:

- **Languages:** Formal methods are often associated with mathematical notations or computer languages with a formal semantics that can describe the properties expected from a system and/or the particular ways in which the system is designed (e.g., architecture, algorithms, etc.). Depending on the formal method considered, such descriptions can concern various phases of system development, from requirements, specification, and design to implementation and run-time execution. Whatever the phase considered, a central idea of formal methods is to consider systems, hardware, and/or software as mathematical objects that can be described and analyzed rigorously.

- **Tools:** Formal methods often come with software tools that ensure that the system under development will function as expected (obviously, under certain assumptions). This can be done either by guiding and assisting the development in such a way that the resulting system will function properly (*correct-by-construction* approach) or by checking, at various phases, that the resulting system does not diverge from its initial expectations so as to detect, as soon as possible, any design or implementation mistake (*formal verification* approach, which is a branch of *verification and validation*).

An important difference between formal methods and traditional testing techniques is the emphasis of formal methods on analyzing (ideally) *all* possible executions of the system, and not only a few ones. This is essential if the proper functioning of the system has to be mathematically demonstrated, and not only estimated with probabilities.

- **Methodologies:** To be effective, formal methods should be well-integrated within industrial practice. For this reason, most formal methods are equipped with methodological guidelines for a proper use in real-size system development.
Further reading:
- Wikipedia: Formal_methods
- Wikipedia: Category:Formal_methods
- Wikipedia: Computer_language (dated 2008-10-09)
- Wikipedia: Semantics#Computer_science
- Wikipedia: Semantics_(computer_science)
- Wikipedia: Correctness_(computer_science)
- Wikipedia: Formal_semantics_(logic)
- Wikipedia: Formal_verification
- Wikipedia: Verification_and_validation
- Wikipedia: Verification_and_validation_(software)

1.3 How are formal methods today?

In this section, we give our personal — thus, potentially subjective — vision of the current status of formal methods.

1.3.1 A difficult problem

Being more ambitious than traditional approaches, formal methods are naturally more complex and their associated tools are also more difficult to build. But there are deeper obstacles inherent to formal methods. These obstacles arise from fundamental results of computational complexity theory, which state that, by nature, most interesting verification problems are either impossible or very difficult to solve automatically.

A major obstacle comes from undecidability results. In the general case, there is no decision procedure (i.e., algorithm) that can decide whether any given program $P$ may terminate or not (this is known as the halting problem). Similarly, there is no decision procedure that can decide whether a given instruction of program $P$ will be actually executed, nor whether $P$ will trigger a run-time error, nor if some given variable $X$ of $P$ will ever become null, etc. All these problems are known to be undecidable. Naturally, if a problem is undecidable, it is impossible to build a verification tool that always solves this problem for any system.

Further reading:
- Wikipedia: Decision_problem
- Wikipedia: Undecidable_problem
To work around undecidability issues, one must reduce one’s initial expectations and consider less ambitious goals. We classify the proposed strategies in three categories, which are orthogonal and can be combined together:

- **Expressiveness restrictions**: Rather than considering any system, one may identify classes of systems for which the verification problem is decidable. For instance, if the system under verification is finite or can be considered as such (this is often the case with hardware and with telecommunication protocols), verification problems become solvable, at least in principle (i.e., from a theoretical point of view).

- **Accuracy restrictions**: Rather than considering the verification problem in its full generality, one may seek for weaker formulations of the same problem that are both decidable and of practical interest. The underlying idea is to compute approximations instead of exact solutions. For instance, if it is impossible to predict the exact value of some variable $X$, one may wish instead to compute a domain, as small as possible, to which the value of $X$ belongs. Also, if it is impossible to predict if the execution of a program $P$ will trigger a particular runtime error, one may wish instead to identify certain classes of programs $P$ that will never trigger such an error, and reject all other programs, whether correct or not.

- **Automation restrictions**: Rather than demanding fully automatic verification, one may tolerate semi-automatic (or partially automatic) verification, in which human intervention is required at certain points. Also, one may accept semi-decision procedures, which may either terminate by giving the correct solution, or never terminate at all.

Even with the above restrictions, even if the problem has been made decidable or semi-decidable, there are still obstacles. In many cases the computational complexity remains high. For instance, many useful verification problems (e.g., the Boolean satisfiability problem) are NP-complete and, thus, require an exponential running time to be solved. Other useful problems have an even higher theoretical complexity, such has decision in Presburger arithmetic, whose worst-case resolution time is doubly exponential.

In practice, such a high complexity (often called combinatorial explosion or complexity explosion) can be as limiting as undecidability. Even if combinatorial explosion does not systematically occur (as it is worst-case complexity
only), it nevertheless forbids the existence of verification tools that would work for any system of any size. Avoiding combinatorial explosion requires creativity and cleverness from both tool developers and tool users, and remains a real challenge for the analysis of large computer-based systems.

Further reading:
- Wikipedia: Computational_complexity_theory
- Wikipedia: List_of_complexity_classes
- Wikipedia: Category:Computational_complexity_theory
- Wikipedia: Complete_(complexity)
- Wikipedia: NP-complete
- Wikipedia: NP-hard
- Wikipedia: List_of_NP-complete_problems
- Wikipedia: Boolean_satisfiability_problem
- Wikipedia: Presburger_arithmetic

1.3.2 A fragmented landscape

It is difficult to trace back the origins of formal methods; maybe one should go back as far as the NATO-sponsored conference on software crisis that took place in Garmisch Partenkirchen in 1969. Since then, formal methods have evolved in many directions and it is difficult to give an exhaustive overview of the situation today.

In October 2011, the Formal Methods Wiki set up by Jonathan Bowen listed more than one hundred of different formal method languages; the DBLP Computer Science Bibliography reported 1334 scientific articles the title of which contains “formal method”; the Citeseer-beta and Google Scholar bibliographic data bases reported respectively 12,036 and 223,000 publications containing the “formal methods” keyword. It is therefore clear that the scientific production is large and diverse, even if it is not easy to measure its exact volume.

Further reading:

Why is the landscape of formal methods and related tools so fragmented? First, this is by no means specific to formal methods: the same diversity was already observed for programming languages and compilers. Second,
one cannot underestimate the contingencies of academic careers and the undesirable effects of “publish or perish” policies: it is often easier to publish about one’s own invention than to benchmark oneself against many competitors on a common formalism.

However, in the case of formal methods, there are also good reasons for such a multiplicity of approaches. Due to the aforementioned complexity issues, one must make compromises when designing formal methods languages and verification algorithms. In many cases, there is no unique solution that would be dictated by scientific considerations; instead, many design choices have to be made as subjective human decisions, and different scientists come up with different solutions.

Concerning the three orthogonal tradeoffs (restrictions to expressiveness, accuracy, and/or automation) that can be made to avoid undecidability issues, it was unavoidable — and even desirable — that scientists would explore all possibilities, by trying different restrictions and studying thoroughly each particular subclass of problems. In addition, formal methods can be specialized for a particular application domain (e.g., hardware, software, telecommunications, etc.) and this is a fourth dimension in which formal methods may differ.

1.3.3 A broadening scope

Since the inception of formal methods, their scope has been in constant expansion\(^2\):

- Initially, research was mainly targeting sequential programs, focusing on program semantics and the use of mathematical logic to prove program correctness formally.

---

Further reading:

- Wikipedia: Algorithm
- Wikipedia: Lambda_calculus
- Wikipedia: Guarded_Command_Language
- Wikipedia: Abstract_data_type
- Wikipedia: Algebraic_data_type
- Wikipedia: Type_system
- Wikipedia: Type_theory
- Wikipedia: Semantics_(computer_science)

---

\(^2\)To make ideas more precise, in the “Further reading” framed paragraphs of this section, we give references that anticipate on the next chapters of this report; the reader in a hurry may safely skip these references.
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- At the same time — and possibly before, in fact as soon as the definition of Petri nets in 1962 — efforts were undertaken to formalize concurrent systems as well. Various parallel programming paradigms were investigated, especially shared-memory and message-passing models. Then, these studies further expanded to communication protocols, distributed and mobile systems, gradually leading to concurrency theory as we know it today.

Further reading:
- Wikipedia: Concurrency_(computer_science)
- Wikipedia: Concurrent_computing
- Wikipedia: Discrete_event_dynamic_system
- Wikipedia: Parallel_computing
- Wikipedia: Distributed_algorithm
- Wikipedia: Parallel_algorithm
- Wikipedia: Parallel_programming_model
- Wikipedia: Shared_memory
- Wikipedia: Message_passing
- Wikipedia: Communications_protocol
- Wikipedia: Asynchronous_system
- Wikipedia: Distributed_system
- Wikipedia: Automata_theory
- Wikipedia: Finite-state_machine
- Wikipedia: Petri_net
- Wikipedia: Process_calculus
- Wikipedia: Pi-calculus
- Wikipedia: Ambient_calculus
- Wikipedia: Temporal_logic

- Formal methods also expanded to hardware and software systems for which response time is critical. Various mathematical models and
1.3. How are formal methods today?

verification algorithms have been proposed for reactive systems, in which time is handled discretely (i.e., as clock ticks) and for hard real-time systems, in which time is handled continuously (i.e., as rational or real numbers).

Further reading:
- Wikipedia: Reactive_programming
- Wikipedia: Synchronous_system
- Wikipedia: Synchronous_circuit
- Wikipedia: Synchronous_programming_language
- Wikipedia: Real-time_computing — see hard real time
- Wikipedia: Worst-case_execution_time
- Wikipedia: Timed_automaton

- Formal methods have then evolved to address quality of service and performance evaluation issues. This was an important paradigm change, with a shift from exact to approximate models, which enabled to handle concepts such as soft real-time systems, in which response time is not critical but still important to performance, probabilistic systems, the transitions of which obey probability laws, and stochastic systems, the behavior (e.g., response time) of which is nondeterministic but can be predicted by probability distributions.

Further reading:
- Wikipedia: Quality_of_service
- Wikipedia: Computer_performance
- Wikipedia: Real-time_computing — see soft real time
- Wikipedia: Category:Probabilistic_models
- Wikipedia: Probabilistic_automaton
- Wikipedia: Markov_chain
- Wikipedia: Markov_model
- Wikipedia: Markov_process
- Wikipedia: Stochastic_process
- Wikipedia: Continuous_time_Markov_chain

- In the last two decades, formal methods have expanded further to new application domains, among which computer security, but also control theory/hybrid systems/cyberphysics, multi-agent systems, and bioinformatics to name only a few.
Further reading:

- Wikipedia: Computer_security
- Wikipedia: Cryptographic_protocol
- Wikipedia: Dolev-Yao_model

In parallel to such a broadening scope, the level of abstraction is also changing. Initially, formal methods were about very simple, often idealized algorithmic languages (e.g., Dijkstra’s guarded commands) or high-level, very abstract system models (e.g., Petri nets). As time passes, formal methods get increasingly closer to the lower-level details and intricacies of actual systems. Recent approaches even go as down as assembly code, C code with involved features such as pointers and threads, and realistic modeling of platform characteristics (hardware, operating system, middleware, etc.).

1.3.4 A growing number of success stories

To justify the need for formal methods, certain authors recall major industrial disasters with computer systems, often with the underlying conclusion that formal methods, if properly used, would have avoided such disasters. However, this conclusion should not be taken for granted, as projects may fail for other reasons (e.g., lack of budget, lack of time, incompetent people, or management turnover) than the absence of formal methods.

Therefore, we find it more convincing to consider situations where formal methods have been successfully applied to real-life problems. There exist studies in the scientific literature that present such applications of formal methods, e.g. [CGR92, CGR93a, CGR93b, GCR93, GCR94b, CGR95], [CW96], [BH97, HB99], [WLBF09], and [Hax10].

However, the cumulative list of applications reported in all these studies is, we believe, not entirely satisfactory. On the one hand, certain formal methods are clearly over-represented while others are not mentioned at all; on the other hand, the essential role of verification tools is not always acknowledged as strongly as it should be.

We therefore present hereafter our own selection of successful applications of formal methods. To ensure a broader coverage of the diversity of formal methods, we have selected a comprehensive set of thirty case-studies, while prior studies often limited themselves to a dozen. These case-studies are distributed regularly over the thirty years of the past three decades, from 1982 (included) to 2011 (included). This choice is consistent with the generally accepted idea that formal methods “really” took off around 1980–1981; this idea was stated, for instance, at the occasion of the tenth Pro-
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tocol Specification, Testing, and Verification symposium (PSTV’90), which had four invited lectures on the theme “The first ten years, the next ten years”, and confirmed five years later during the Formal Techniques conference (FORTE’95), which held a panel discussion\(^3\) entitled “Formal methods after fifteen years” [CDH+96]; also, 1981 is the birth year of model checking [Cla08]; notice however that certain branches of formal methods (namely, protocol engineering, Petri nets, and static analysis) started earlier in the mid or late 70s, but they are represented in our selection of case-studies; notice finally that the first steps of automated theorem proving can be traced back to 1960 (see e.g. [Lov84]), but it took theorem provers two decades to obtain striking applications, which are duly mentioned in our selection.

Of course, exhaustivity is impossible as the number and diversity of applications of formal methods cannot be reduced to a collection of thirty samples. It is also impossible to claim in any way that our selection represents the truly “best” case studies ever published — let us simply claim that they correspond to pioneering and inspiring work, which does not exclude the existence of other valuable work.

In our selection, we focused on practical applications of formal methods rather than theoretical results alone. Contrary to some other surveys, we gave priority to repeatable experiments, meaning that we privileged approaches supported by software tools rather than “heroic” approaches relying on pen-and-paper manipulation of mathematical symbols. We tried however to give a balanced panorama of formal methods, by featuring different formal approaches (mathematical notations, theorem proving, model checking, static analysis, etc.), different models of computations (sequential, synchronous, asynchronous, timed, probabilistic, hybrid, etc.), and different application domains (hardware, software, telecommunication, embedded systems, operating systems, compilers, etc.).

To assign to each case-study a unique year in the range 1982–2011, we have adopted the following principles: as a given case-study can extend itself over several years, we usually retain the date of the first conference (or journal) publication, rather than the starting date or ending date of the work; we have also tried to group together works of the same nature done at the same period; in some cases, there were too many relevant candidates for the same year, and we had either to exclude certain candidates or to shift them to the next year.

Finally, the thirty case-studies selected are the following:

- **1982** [Boc82, FTM83, CM83, MC85, BCD86, BCDM86]: Formal specification, using temporal logic, of asynchronous circuits and sequential circuits, and verification of these circuits using state-space

\(^3\)See [http://www.csi.uottawa.ca/~luigi/JointPaper/ll.html](http://www.csi.uottawa.ca/~luigi/JointPaper/ll.html)
exploration and/or model checking. Most notably, the EMC model checker [CES83, CES86] revealed an error in a FIFO queue circuit element published in a popular textbook on VLSI design.

Further reading:
▷ Wikipedia: Temporal logic
▷ Wikipedia: Sequential logic
▷ Wikipedia: Asynchronous circuit

- **1983** [Bil83, BWB84a, BWB84b, BWB85, CAA84, JV84]: Three formal specifications, using extended Petri nets, of the OSI (Open System Interconnection) transport layer protocol, and formal verification of these specifications using the PROTEAN [WWBG85, BWWH88] and OGIVE/OVIDE [MGL+83] analysis tools for Petri nets. Various general and specific properties have been checked, and no harmful error was found.

Further reading:
▷ Wikipedia: OSI model
▷ Wikipedia: OSI protocols
▷ Wikipedia: Transport layer
▷ Wikipedia: Petri net

- **1984** [BM84a, BM84b, Sha86, Sha88a, Sha94]: Automated proof checking [Sha85] using the NQTHM (Boyer-Moore) theorem prover [BM84c, BKM95] of fundamental theorems of computer science — such as the unsolvability of the halting problem, Gödel’s first incompleteness theorem, and the Church-Rosser theorem of λ-calculus — as well as other theorems of practical value — such as the correctness and invertibility of the RSA public key encryption algorithm.

Further reading:
▷ Wikipedia: Halting problem
▷ Wikipedia: RSA (algorithm)
▷ Wikipedia: Godel’s incompleteness theorems
▷ Wikipedia: Church-Rosser theorem
▷ Wikipedia: Nqthm
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- **1985** [Hun85, Hun89, Hun94]: Formal verification of the 16-bit FM8501 microprocessor using the NQTHM theorem prover. This was the first verified microprocessor, and this achievement has been followed by many others, of increasing complexities and difficulties.

  Further reading:

- **1986** [Wes86]: Formal analysis of — a slightly simplified version of — the OSI (Open System Interconnection) session layer protocol, which was described using finite state machines communicating by bounded FIFO queues and verified using automated protocol validation techniques based on state-space exploration [Wes78, RWZ78, Sun78, ZWR+82, Saj84, Rud86, Rud92, BRW10]. Various errors have been found, which were reported to standardization bodies and corrected in subsequent versions of the session layer.

  Further reading:
  - Wikipedia: OSI_model
  - Wikipedia: OSI_protocols
  - Wikipedia: Session_layer

- **1987** [RRSV87a, GRRV90, BGR+91]: Specification in Estelle/R (a rendezvous-based variant of the protocol description language Estelle [ISO89a]) of a generic sliding window protocol — which will be later intensively studied by the computer-aided verification community under the name “bounded retransmission protocol” — and of an atomic multicast protocol for the DELTA-4 distributed dependable architecture [KAB+91]. These two protocols were verified using the Xesar model checker [RRSV87b], which is cited in [Hol92] as “one of the oldest and most inspiring systems”.

  Further reading:
  - Wikipedia: Sliding_window_protocol
  - Wikipedia: Multicast
  - Wikipedia: Broadcasting_(computing)
  - Wikipedia: Atomic_broadcast
• **1988** [SAC88, ISO89d, ISO89c, BK84, LS88, ISO92a, ISO92b, Tur89, Fer89, FA88, ISO95b, ISO95a, SW90, WH93]: In the context of the OSI (Open System Interconnection) standardization initiative, formal methods (at that time called “formal description techniques”) have been promoted as a means to define communication standards in a concise, unambiguous, implementation-neutral way [VS87, Boc89, Peh89]. In particular, the LOTOS language [ISO89b, BB88] has been used intensively to specify the service and protocol of the session layer, the service and protocol of the transport layer, the service and protocol of the network layer, and, at the application layer, the ROSE (Remote Operations Service Element) service, the CCR (Commitment, Concurrency and Recovery) service and protocol, and the DTP (Distributed Transaction Processing) protocol — thus demonstrating that formal techniques such as algebraic data types and process calculi could handle large, complex specifications.

Further reading:

- Wikipedia: Open_Systems_Interconnection
- Wikipedia: OSI_model
- Wikipedia: OSI_protocols
- Wikipedia: Remote_Operations_Service_Element_protocol

• **1989** [Stā89a, Stā89b, SS90, Säf94, GKv94, GKv95, Fok96, Bor97, Bor98, SB98, Eis99, SS00]: Formal verification, using a novel algorithm for efficiently proving large theorems of propositional logic, of safety-critical applications such as reverse flushing control in a nuclear plant’s emergency cooling system, landing gear control for a military aircraft, and railway signaling systems — with a notable emphasis on railway interlocking verification.

Further reading:

- Wikipedia: Propositional_calculus
- Prover Technology company (founded in 1989 under the name Logikkonsult) – http://www.prover.com
- Case studies in railway signaling systems – http://www.prover.com/company/casestudies

• **1990** [GH90, GCR94a]: Formal specification using the B language [ALN’91, CDDM92] and correctness proofs using Hoare-like logic — in addition to traditional code inspection and testing approaches — of SACEM [HG93], a fault-tolerant railway signaling system that controls train speed, signals drivers, and activates emergency
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brakes. SACEM was the first safety-critical software system certified by the French railway authority; it is used in Paris (800,000 passengers carried per day) and other cities in the world.

Further reading:
- Wikipedia: RER_A
- Wikipedia: Paris_Metro_Line_14
- French Wikipedia: Sacem_(infrastructure_ferroviaire)

• **1991** [HK91]: Use of Z [Spi92] in two large projects at IBM, to formally specify a major new release IBM’s CICS (Customer Information Control System) on-line transaction processing system, and to specify the API (Application Programming Interface) of CICS. Very few tools were used (only syntax and type checkers), but the authors report that the use of Z reduced the number of errors by a factor of 2.5 and saved 9% of the total development cost — although the significance of these conclusions was questioned later [FF96].

Further reading:
- Wikipedia: CICS

• **1992** [PF92, Pat93, Pat94, DFHP94, PM94, FF95, Mar95, PSL95, FBK+96, MRJ97, Dix02]: Formalization, using the LOTOS language and the ACTL action-based temporal logic [NV90], of the concept of “interactor”, a software architectural model used to build complex user interface software. This approach has been applied to various systems, e.g., MATIS, a multimodal interactive system enabling users to get information about flight schedules using speech, mouse and keyboard, or a combination of them.

Further reading:
- Wikipedia: Human-computer_interaction
- Alan Dix’s page on formal methods in human-computer interaction – http://www.comp.lancs.ac.uk/~dixa/topics/formal

• **1993** [CGH+93, CGH+95]: Formal specification and verification of the cache coherence protocol of IEEE standard 896.1-1991 “Futurebus+” using the SMV symbolic model checker [McM92], which found several design errors previously undetected. According to the authors,
this was the first time that a formal verification tool was used to find errors in an IEEE standard.

Further reading:
- Wikipedia: Futurebus
- The SMV model checker – http://www.cs.cmu.edu/~modelcheck/smv.html
- Wikipedia: Model checking#Symbolic_model_checking

- **1994** [And94, Deu94, Deu95, EGH94, Eva96]: Early applications of the abstract interpretation [CC77] theory to build static analyzers for C programs, such as the LCLint annotation-assisted static checker — which was later extended to check dynamic memory allocation and buffer overflow vulnerabilities, and renamed into Splint — and the IABC static analysis tool for pointer manipulation and aliasing, which later went to marked under the name Polyspace Verifier.

Further reading:
- Wikipedia: Static_program_analysis
- Wikipedia: Abstract_interpretation
- Wikipedia: Pointer_analysis
- Wikipedia: Shape_analysis_(program_analysis)
- Wikipedia: Aliasing_(computing)
- Wikipedia: Splint_(programming_tool)
- Secure Programming Lint – http://www.splint.org
- Wikipedia: Polyspace

- **1995** [Low95, Low96a, Low96b]: Discovery, using CSP [Hoa85] and the FDR model checker, of an unknown, subtle “man-in-the-middle” attack in the classical Needham-Schroeder public-key protocol [NS78, NS87], which forms the basis of Kerberos authentication. This result has fueled a lot of research on formal methods and tools for the analysis of security protocols.

Further reading:
- Wikipedia: Needham-Schroeder_protocol
- Wikipedia: Kerberos_(protocol)
- Formal analysis of security protocols – http://www.cs.ox.ac.uk/people/gavin.lowe/Security
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- **1996** [Kar96, Kar97, CTW99, TWC01, MSE10]: Specification using Z and Promela, and model checking using SPIN [Hol91, Hol03] of the software controlling the storm surge barrier that protects Rotterdam from flooding, a life-critical application certified at the highest safety integrity level (SIL4).

  Further reading:
  - Wikipedia: Maeslantkering
  - Wikipedia: SPIN_model_checker
  - SPIN web site – http://spinroot.com

- **1997** [KHR97, Lut97, SM97, SM98]: Specification and analysis, using various formal methods, of the asynchronous mode of the Link Layer protocol of the IEEE Standard 1394 “Firewire” high-speed serial bus. Two problems were identified: a missing handling of pending requests — discovered independently by [KHR97] using PVS [COR+95, ORSS96] and by [Lut97] using μCRL [GP94] — and a deadlock — discovered using LOTOS [ISO89b] and the CADP model checker [FGK+96, GLMS11, GLMS13] in only one person.month without prior knowledge of the protocol [SM97, SM98]. Following these achievements, other protocols of IEEE 1394 (root contention, tree identity, leader election, etc.) have been intensely scrutinized by the formal methods community during the next decade.

  Further reading:
  - Wikipedia: IEEE_1394
  - Wikipedia: Prototype_Verification_System
  - PVS Web site – http://pvs.csl.sri.com
  - μCRL Web site – http://homepages.cwi.nl/~mcrl
  - VASY reports a deadlock in the IEEE 1394 “Firewire” standard – http://vasy.inria.fr/Press/firewire.html
  - Wikipedia: Construction_and_Analysis_of_Distributed_Processes

- **1998** [BFK+98, BFM98, LPY98, LPY01, TY98]: Automated verification, using the Kronos [DOTY95, Yov97, BDM+98] and Uppaal [BLL+95, BDL+11] model checkers, of several protocols in which real time plays a crucial role.
Further reading:
- Wikipedia: Uppaal_Model_Checker
- Uppaal web site – http://www.uppaal.org

- **1999** [PSH99, Rus99, Pfe00, Rus02, PH04, SRSP04]: Formal verification using the PVS theorem prover [COR+95, ORSS96] of several key protocols of the *Time-Triggered Architecture* (TTA) [KG94, Kop95, KBE+95, KB03], a communication bus infrastructure guaranteeing dependability, predictability, and real-time requirements. TTA and similar architectures [Rus01] are used for distributed-control safety-critical applications in automotive, aerospace, railways, industrial automation and process control, medical systems, etc.

Further reading:
- Wikipedia: Time-Triggered_Protocol
- Wikipedia: TTTech

- **2000** [KNP00, KNS01]: Automated validation of several randomized distributed algorithms (taken from the literature) using the PRISM probabilistic model checker [KNP02, KNP11], which has been used in the next decade to analyze a wide range of case studies in many different application domains — see, e.g. [KNP05].

Further reading:
- Wikipedia: PRISM_(model_checker)
- PRISM model checker – http://www.prismmodelchecker.org

- **2001** [BCR01, BBKL10, BBL+10, BLR11]: Development of a verification platform (based on static analysis and symbolic model checking) for analyzing the source code of Microsoft Windows drivers — and more generally any source code written in the C language — so as to check whether the invocations of API (*Application Programming Interfaces*) primitives obey rules for proper use.

Further reading:
- Wikipedia: SLAM_project
- Wikipedia: Device_driver_synthesis_and_verification
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- Microsoft’s SLAM project –
- Static Driver Verifier –

- **2002** [CGP02, God05]: Automated analysis of Lucent’s CDMA base station call-processing software library (100,000’s lines of C/C++ code) using the VeriSoft tool [God97, GHJ98] for systematic state-space exploration, enabling the detection of several critical bugs.

  Further reading:
  - Bell Labs (Lucent) VeriSoft project –
    http://cm.bell-labs.com/who/god/verisoft/
  - Wikipedia: Code_division_multiple_access

- **2003** [GWV03, GRW04, GWV05, HSY06]: Formal proof using the ACL2 theorem prover that the microcode of the Rockwell Collins AAMP7 microprocessor respects a security policy corresponding to a static separation kernel; following this work, the microprocessor received a MILS Certificate from NSA to concurrently process information ranging from Unclassified to Top Secret [Mil08] [Kle09, Section 4.2] [WLBF09, Section 4.4].

  Further reading:
  - Wikipedia: Multiple_Independent_Levels_of_Security
  - Wikipedia: Separation_kernel

- **2004** [Mau04]: Proof, using the Astrée static analyzer [BCC⁺02, BCC⁺03] based on abstract interpretation, of the absence of any runtime error in several safety-critical C programs of Airbus, namely the primary flight-control software for the A340 fly-by-wire system and, later, the electric flight-control codes for the A380 series [Cou07, DS07, SD07].

  Further reading:
  - Wikipedia: Abstract_interpretation
  - Astrée analyzer (industrial site) – http://www.absint.de/astree
• 2005 [Gon05, Gon08]: Computer-checked proof, using the Coq proof assistant [BC04], of the “four color theorem”, the second most famous unsolved problem in mathematics.

Further reading:
- Wikipedia: Four_color_theorem
- Last doubts removed about the proof of the Four Color Theorem – http://www.maa.org/devlin/devlin_01_05.html

• 2006 [BDL06, Ler06, BFL+11]: Formal verification using Coq [BC04] of the CompCert C compiler (front-end and back-end parts) that handles a realistic subset of the C language for critical embedded software.

Further reading:
- Wikipedia: CompCert
- CompCert C compiler – http://compcert.inria.fr/compcert-C.html

• 2007 [Ber07a]: Design, validation, and implementation of avionics, automotive, railway, and other safety-critical applications using the SCADE tools for the synchronous language Lustre [HCRP91, Hal93, Hal05].

Further reading:
- Wikipedia: Lustre_(programming_language)
- Esterel Technologies – http://www.esterel-technologies.com

• 2008 [Coc06, KMC+06, Kin07, KCT07, DYJ08]: Formal verification of the vote-tallying part of the KOA open source software, which was formerly used for remote voting in Dutch public elections. The source code of the software was annotated with JML (Java Modeling Language) and analyzed using the ESC/Java2 [FLL+02] and the Forge checkers, which led to the discovery of specification errors and programming bugs undetected so far.
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Further reading:
- Wikipedia: Electronic_voting
- Wikipedia: Java_Modeling_Language
- FORGE verification software – http://sdg.csail.mit.edu/forge

- **2009** [PC09b, Got09]: Formal verification of curved flight collision avoidance maneuvers using the KeYmaera verification tool for hybrid systems [PQ08, PC09a] and detection of an error in a traffic alert and collision avoidance system using the Euclide verification tool.

Further reading:
- Wikipedia: Traffic_collision_avoidance_system

- **2010** [KAE+10, APST10]: Formal verification of two operating system microkernels: the seL4 general-purpose commercial microkernel and a German academic microkernel, both verifications being tackled using the Isabelle/HOL theorem prover [NPW02].

Further reading:
- Wikipedia: L4_microkernel_family

- **2011** [RP11]: Formal modeling of the EMV (Europay-MasterCard-Visa) protocol suite in the F# language, and automated analysis of these protocols by joint use of the FS2PV translator [BFGT06] and the ProVerif verification tool [Bla04].
Further reading:
- Wikipedia: EMV
- Wikipedia: ProVerif
- ProVerif cryptographic protocol verifier – http://prosecco.gforge.inria.fr/personal/bblanche/proverif

1.3.5 A limited industrial impact

Despite these successes, formal methods are not routinely used in industry (nor in academia!), with the notable exception of two classes of application domains, in which formal methods play a significant role:

- Those *mission-critical systems* for which mistakes are particularly costly, and difficult or impossible to correct after the system is released: this is the case of hardware circuits and architectures, to which the technique of *software patches* is generally not applicable. Major hardware design companies hire formal methods experts and use formal verification tools (e.g., model checkers and/or theorem provers) as part of their industrial processes.

- Those *life-critical systems* for which formal methods are legally required by technical standards or certification authorities: this is the case of civil avionics, railways, and nuclear energy, for instance.

Further reading:
- Wikipedia: IEC 61508 *(functional safety for all kinds of systems)*
- Wikipedia: Safety_Integrity_Level — *recommends or highly recommends formal methods*
- Wikipedia: DO-178B *(airborne systems and equipment) — former standard, without formal methods*
- Wikipedia: DO-178C *(airborne systems and equipment) — recent standard, with formal methods*
- Wikipedia: ISO 26262 *(road vehicles) — recommends formal methods*

The same observation about the success of formal methods in critical systems and hardware design also appears in a recent report [KTVW11].

Between 1985 and 1995, formal methods were also used intensively for the specification of OSI *(Open System Interconnection)* protocols and services,
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but this usage declined when OSI standards were abandoned in favor of TCP/IP, which does not require formal methods but simply the existence of two different protocol implementations.

High-security information systems, even if not always life-critical, are also subject to strict certification constraints, such as the ISO 15408 standard (Common Criteria for Information Technology Security Evaluation) and its Evaluation Assurance Levels [MSUV07].

Further reading:
- Wikipedia: ITSEC (secure information systems) — prescribes formal models of security policies
- Wikipedia: Common_Criteria (secure information systems) — prescribes formal methods
- Wikipedia: Evaluation_Assurance_Level — level EAL7 involves formal methods
- Common criteria portal – http://www.commoncriteriaportal.org
- Wikipedia: ISO/IEC 27001
- Wikipedia: Cyber_security_standards

However, although Common Criteria require formal methods at the highest certification levels (EAL7 and EAL7+), such levels of security are rarely reached in practice. Official statistics indicate that, between 1998 and 2011, only 4 out of 1599 certified products reached the highest levels (2 products certified EAL7 and 2 products certified EAL7+).

Further reading:

Globally, the use of formal methods in industrial projects remains punctual, mostly intended to solving particular issues. Such a use comes rather from individual initiatives (“heroic efforts”, in the CMMI terminology) than from established methodologies. In fact, there is no general consensus on which formal method(s) should be used, nor for which part of development activities formal methods should be introduced.

This limited industrial impact is also reflected by the current situation of software tools for formal methods. Such tools are expensive to develop and to adapt to particular application domains. At present, the tools that sell best (e.g., Simulink and UML) are not formal. The market for “really formal” methods is currently very much a niche and suffers from the well-known
“negative feedback loop” effect: software vendors hesitate to invest in tools because the market is too small and, as long there are no industrial-strength tools, the user demand for formal methods remains low.

In certain cases, the situation is worse, as commercial tools disappear from the market without being replaced by equivalent tools. From our close experience, we can mention three such cases of technologically advanced tools that are no longer available, although they were actually used both in large industrial projects and for student training in university lectures:

- **QNAP2** (*Queueing Network Analysis Package 2*) was a software environment providing a language for modeling queueing networks, and a collection of algorithms for discrete-event simulation and exact solution of these models. Initially developed by INRIA and Bull [VP84], QNAP2 was then distributed and enhanced by Simulog, but disappeared after Simulog was bought by Astek in 2003.

- **ObjectGEODE** was a software environment for the SDL language [ITU02]. It incorporated advanced verification features already designed for the Estelle language [ACD+93]. The company developing ObjectGEODE was named Verilog; it was bought by Telelogic in 1999, itself acquired by IBM in 2007. The ObjectGEODE tool is no longer commercialized and, as far as we know, its verification features have not been retained in any other IBM product.

Further reading:
- Wikipedia: Specification_and_Description_Language
- Wikipedia: Telelogic

- **Esterel** [Ber05] is a computer language for the formal description of reactive systems and synchronous hardware circuits, which can be described in Esterel at a high abstraction level enabling both formal verification and efficient circuit synthesis. Based on research initially carried out at INRIA, a software environment named *Esterel Studio* was developed by Esterel Technologies, then transferred to Synfora in 2009, itself acquired by Synopsys in 2010. At present, Esterel Studio is no longer available despite its high technical relevance.

Further reading:
- Wikipedia: Esterel
- Wikipedia: Esterel_Studio
- Wikipedia: Esterel_Technologies
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It is unfortunate that economic conditions destroy valuable scientific and technological results, thus preventing a further dissemination of formal methods from places where they were already adopted.

However, in spite of the economic difficulties of commercial tool vendors, the technical impact of formal methods remains highly positive. In most projects, formal methods have shown to improve the quality of products, by a better formalization of initial requirements and a decrease in design and programming errors. Formal methods also reduce the time to market by enabling an earlier detection of mistakes, thus addressing a major cause of unforeseeable delays in large industrial projects. Finally, formal methods are likely to reduce costs, although one often lacks numbers about the development of a same product with and without formal methods.

Such findings are confirmed by a British study [WLBF09], which presents itself as “the most comprehensive survey ever published” on the industrial use of formal methods. According to the data collected by this study, the benefits of formal methods can be quantified as follows:

- Impact on quality: 92% improvement, 8% no effect
- Impact on time: 35% improvement, 53% no effect, 12% worsening
- Impact on cost: 37% improvement, 56% no effect, 7% worsening

Most interestingly, an extremely large majority of the study’s respondents agreed that the use of formal methods was successful (strongly agree: 61%, agree: 34%, mixed opinion: 5%).

1.4 Why this report?

1.4.1 A favorable timing for formal methods

Formal methods are a long-term, collective enterprise undertaken several decades ago. Because the problem is intrinsically complex (see Section 1.3.1), genuine progress has been difficult, and fruitless directions have been explored as well — for instance, a large part of the scientific community promoting for a long time formal methods as purely mathematical notations, with little attention paid to software tools for supporting these notations. Too often also did formal method proponents overpromise and underdeliver, turning enthusiasm and expectations into disillusion, frustration, skepticism, and bitter criticism.

Yet, as time passed, the constant efforts of the formal method community succeeded in designing better languages, which take into account the background and needs of their intended users, better tools, which provide analysis capabilities beyond the limits of human brains, and better methodologies, which integrate more easily within existing industrial practice.
As mentioned above, formal methods are now well-accepted for critical systems and hardware design, and their use is often recommended or even mandated by technical standards (see Section 1.3.5). But the results of research in formal methods are also employed, in a more hidden way, in modern compilers with code checking features, which are now part of the everyday life of designers and programmers.

Globally, the industrial relevance of formal methods is growing rapidly, as quality and security are increasingly differentiating factors for computer-based systems. This leaves room for a large expansion of formal methods in the design and construction of complex systems, for which formal methods have to become standard practice just as in any other engineering science.

1.4.2 A crucial need for a synthesis

Getting a clear vision of formal methods is all but easy. As mentioned above (see Section 1.3.2), the landscape of formal methods is vast and fragmented. The situation is the same for software tools, which are either meant to solve a very specific problem or, if of general purpose, are dedicated to a particular input language. Additionally (see Section 1.3.3), the list of problems to which formal methods can be applied is expanding. Also, certain approaches present themselves as formal methods, which they are not, while other approaches do not claim to be formal, although they are. Thus, anyone who wants to learn formal methods is likely to get confused, if not lost, in the multitude of incompatible approaches and contradictory definitions.

The scientific literature on formal methods suffers from the same condition. There are thousands of conference papers and journal articles, most of which usually focus on particular topics, but only a few papers about formal methods in general.

Among the latter, we can recommend two past surveys that are still largely relevant today: [CW96] and [BC00, BCK+00], as well as two recent surveys: [WLBF09] and [KTVW11]. One can also mention a classical tutorial [Jac06a] published in a widespread scientific journal, and two well-known series of papers: the seven myths papers [Hal90, BH95] and the ten commandments papers [BH94, BH06]. Retrospective and prospective views on the evolution and achievements of specific branches of formal methods can be found in, e.g., [CDH+96] and [BRW10] for protocol engineering, [CC01] for abstract interpretation, [Cla08] for model checking, and [Bon10] for program verification using theorem proving.

There are also a number of books, which we can classify into three main categories:

- *Books about particular formal methods*, together with associated
methodologies to develop correct systems or to prove correct systems that already exist. Examples of such books are Abstract State Machines [BS03], Alloy [Jac06b], B [Abr96] and Event-B [Abr10], CASL [Mos04, BM04], RAISE/RLS [Bjø06a, Bjø06b, Bjø06c], VDM [BJ78, Jon86, ISO96], and Z [Spi92, ISO02]. Regarding concurrent systems specifically, there are many books on Petri nets, e.g., [Pet81, Rei85], and books on process calculi such as CSP [Hoa85], CCS [Mil80, Mil89], FSP [MK06], LOTOS [Tur93, ISO89b], and Promela/SPIN [Hol03]. One can also mention the large literature on UML [BRJ99, ISO05] which, although not a formal method, borrows ideas from formal methods.

Further reading:

- Wikipedia: Abstract_state_machines
- Wikipedia: Alloy_(specification_language)
- Wikipedia: B-Method
- Wikipedia: Common_Algebraic_Specification_Language
- Wikipedia: RAISE_Specification_Language
- Wikipedia: Vienna_Development_Method
- Wikipedia: Z_notation
- Wikipedia: Petri_net
- Wikipedia: Communicating_Sequental_Processes
- Wikipedia: Calculus_of_communicating_systems
- Wikipedia: Language_Of_Temporal_Ordering_Specification
- Wikipedia: Promela
- Wikipedia: SPIN_model_checker
- Wikipedia: Unified_Modeling_Language

- Books about particular verification techniques, such as overviews on model checking [CGP00, BK08, GV08] and deductive verification [MP91, MP95, MH03, HR04, BM07]. There are also books about mainstream theorem provers, e.g., ACL2 [KMM00b, KMM00a], Coq [BC04], Isabelle [NPW02], and PVS [COR+95].

Further reading:

- Wikipedia: Model_checking
- Wikipedia: Automated_theorem_proving
- Wikipedia: ACL2

4The use of a white (rather than black) triangle in a “Further reading” list indicates that the corresponding Wikipedia page has already been cited above in the present report.
• Books about applications of formal methods to a particular domain. Among the various domains mentioned in Section 1.3.3, the emerging area of computer security deserves a special attention, as only a few books [Sch98, Bis02, Jür04, LST05, Goe07, CKOS09, MC11] address this domain.

To the best of our knowledge, no existing book covers formal methods in all their diversity. Because of the growing importance of formal methods, there is a crucial need for a comprehensive, yet coherent overview of the situation: the present report tries to provide such a synthesis.

1.5 Who should read this report?

Formal methods are progressively becoming a reality, which professionals cannot afford to ignore. The expected audience for this report is large and diverse. Should read this report:

• Managers who assign, sub-contract, and/or supervise complex computer-based projects, to the success of which formal methods could contribute.

• Developers who design complex hardware, software, or systems, especially if these systems are life-critical or mission-critical. This includes the case of products submitted to certification, such as high-security products.

• Companies planning to introduce or further deploy formal methods for their in-house product developments or relations with contractors.

• Persons who evaluate products according to standardized criteria, and thus have to perform product analyses and development audits based on formal methods.

• Formal method tool builders seeking to get their particular tools integrated in development methodologies and certification procedures.

• Academic lecturers and scientists, who will find in this report a modern and comprehensive classification of formal methods and tools.
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- University students looking for a clear scientific survey on formal methods, which will hopefully draw their attention to valuable academic results produced during the past decades.

More generally, to enhance the quality and security of complex products, it is essential that sufficiently many people understand formal methods and know how to apply them efficiently and profitably. We expect that this report will contribute to strengthen the worldwide scientific community in formal methods.

1.6 What is in this report?

The scientific literature on formal methods is already vast and diverse. In such a rich context, why should one read also the present report? This question has been partly answered in Section 1.4. In addition, we can mention four key objectives for the present report:

1. It aims at providing a comprehensive and unbiased description of the state of the art today in formal methods, languages, tools, and methodologies.

2. It aims at giving a unified vision of formal methods by defining a conceptual framework in which all major approaches proposed so far can be situated and compared with each other.

3. It aims at providing an accurate evaluation of formal methods’ strengths and limitations: although formal methods have significant benefits for certain projects, they are by no means a “silver bullet” for all types of complex products. In this respect, this report will explain clearly what can be done and what should not be attempted using the various kinds of existing formal methods.

4. It aims at setting methodological guidelines for the deployment and effective use of formal methods in real-size projects. In particular, much attention will be given to the insertion of formal methods in industrial design flows, together with recommendations on how and where formal methods should be used, so as to avoid mistakes and pitfalls often observed when deploying formal methods for the first time on non-trivial projects.
Chapter 1. Motivation

The present report is organized as follows.

Chapter 2 ("Scope and Taxonomies") provides a comprehensive overview of formal methods through two orthogonal taxonomies covering all the scientific branches and application domains for which formal methods have been developed. This chapter also defines the perimeter of this report by listing those aspects considered to be out of scope, together with the reasons justifying this choice.

Chapter 3 ("Components, models, and properties") is entirely devoted to specification issues. It first presents key ideas about components, which are the standard way of composing and decomposing systems. It then introduces the two main approaches for describing systems and components: operational specifications (namely, models and programs) and declarative specifications (namely, properties). Both approaches are detailed by giving a list of attributes that can be used to classify existing formal methods.

Chapter 4 ("Methodologies") addresses the crucial question of how and where formal methods can be profitably inserted in the design cycle of complex software, hardware, or systems. After introducing the concepts of design flows and steps related to design, quality, and revisions, this chapter discusses the various (not necessarily exclusive) means to quality control and assurance, ranging from conventional methodologies and best practices for system design to advanced approaches based on formal methods, formal verification, and “correct by construction” design.

Finally, Chapter 5 gives some concluding remarks.
Chapter 2

Scope and taxonomies

2.1 Introduction

As mentioned in Chapter 1, the landscape of formal methods is vast and diverse. The main purpose of the present chapter is to provide complementary viewpoints on this landscape and to situate formal methods with respect to other branches of computer science.

We first review the main application domains for which formal methods have been developed, and then propose a classification of existing formal methods in terms of environment assumptions. Both such taxonomies of formal methods (according to application domains and according to environment assumptions) are orthogonal, so that they virtually define a matrix in which each particular usage of formal methods may find its logical place.

Finally, we set the limits of the study by indicating those aspects of formal methods that are considered to be out of scope for this report.

2.2 Taxonomy according to application domains

Application domains provide a first dimension along which formal methods can be categorized. These domains define classes of products and equipments for the design and/or verification of which formal methods can be used.

2.2.1 System design and engineering

In principle, every product or equipment to which formal methods can be applied can be called a system. The derived expressions system under study, system under verification, system under test, system-level design, system-level verification, etc., are commonly found in the scientific literature.
Reciprocally, not all kinds of systems are compatible with formal methods. In this report, we only consider the case of computer-based systems, which contain a part of software and/or hardware — possibly together with other non-computing elements, such as physical devices, human users, etc. To give examples, such systems can be of all sizes, ranging from the smallest ones (e.g., an artificial pacemaker) to the largest one (e.g., an airport with its buildings, planes, and passengers, or a telecommunication system with its satellites, base stations, and mobile devices).

System engineering, the engineering approach to system design, is an established, well-codified discipline.

Further reading:
- Wikipedia: System
- Wikipedia: System design
- Wikipedia: System engineering

Formal methods and the software tools supporting them are increasingly used for system design, most often to model, verify, and/or predict the performance of a system before it is actually built. The acceptance of formal methods has been a slow, gradual progress because the discipline of system engineering is necessarily conservative by nature and, as it encompasses many other scientific disciplines than computer science, cannot evolve as quickly as computer science alone. For instance, the NASA Systems Engineering Handbook cited above does mention neither formal methods nor computer-aided verification nor model checking, to name only a few, although it is well-known that NASA uses these techniques successfully for its mission-critical systems.

However, because of the combinatorial explosion issue (see Section 1.3.1), actual systems are often too complex to be analyzed entirely in full detail. For this reason, the application of formal methods usually requires restrictions (only one or several part(s) of the system are considered) or abstractions (the entire system is considered, but its description is simplified). Restrictions and abstractions can be mild or drastic, depending on the size and complexity of the actual system.
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In the remainder of this section, we review three particular instances of system design, in which only certain particular aspects of systems are considered, and for which formal methods can be applied successfully.

2.2.2 Protocol design and engineering

When designing a system, ensuring proper communications between the various parts of the system is a frequent issue. In many cases, it is feasible to address this issue in isolation from the rest of the system, by focusing on communications primarily and abstracting away all other aspects of the system. Using such an abstraction, the system is usually reduced to a set of agents interconnected with some communication network; these agents are running concurrently and using one or several protocols to perform communication, synchronization, and/or co-operation towards common goals.

Further reading:
▷ Wikipedia: Communications protocol

In the particular case of cryptographic protocols, the system is abstracted to consider only certain aspects of communication related to information security, e.g., exchange of keys, transmission of encrypted data, etc.

Further reading:
▷ Wikipedia: Cryptographic protocol

Protocol engineering is the scientific methodology supporting protocol design. There has been a long-standing common history between formal methods and protocol design [BRW10]. From the beginning, formal methods have been a core part of protocol engineering, and protocols have been a key application target for formal methods. This convergence of interests enabled major advances in theory and practice, a cross-fertilization that appears in several books, e.g. [Hol92, Sha08], in which protocol and formal aspects are intertwined.

Further reading:
Nowadays, even if certain languages designed specifically for protocols (e.g., ESTELLE [ISO89a] or SDL [ITU02]) are no longer used (they have been replaced by more general languages that can describe larger classes of systems), it has become standard practice to use formal description and verification techniques when designing new protocols; the same holds for cryptographic protocols too.

2.2.3 Software design and engineering

We now examine the particular case where the system under design is mostly or entirely a software system, or where a real system is abstracted in such a way that only its software aspects are considered. This corresponds to a well-defined branch of engineering called software engineering, whose origins can be traced back to the NATO scientific conference held in Garmisch-Partenkirchen (Germany) in 1969. The goal of this conference was to address the so-called software crisis, namely the difficulty of writing correct, understandable, and verifiable computer programs. This conference invented the concept of software engineering, defined as “the application of a systematic disciplined quantifiable approach to the development, operation, and maintenance of software”.

Further reading:
- Wikipedia: Software design
- Wikipedia: Software engineering
- Wikipedia: Software development
- Wikipedia: Software crisis
- Wikipedia: Outline of software engineering
- Wikipedia: History of software engineering

Formal methods are an important and growing part of software engineering, to which they provide theoretical foundations as well as analysis tools. Certain branches of software engineering, such as software architectures [SG96], are directly inspired from formal methods. There is an overwhelming amount of books on software engineering; some of them barely mention formal methods or mention them as a minor topic, but recent literature reflects the importance of formal methods in ambitious software developments.

Further reading:
- Wikipedia: Software Engineering Body of Knowledge
Retrospectively, the development of formal methods targeting software has been favored by the fact that software is a human artifact, flexible enough to evolve and support mathematical approaches. Also, the diversity of software applications and programming styles clearly contributed to the variety of formal methods.

### 2.2.4 Hardware design and engineering

There is also the particular case of computer hardware systems, in which the system under design is a computer architecture, an integrated circuit, or a part of these. This case covers a large class of problems ranging from microcontrollers to supercomputers.

**Further reading:**
- Wikipedia: Computer_hardware
- Wikipedia: Computer_architecture
- Wikipedia: Integrated_circuit
- Wikipedia: Application-specific_integrated_circuit
- Wikipedia: Very-large-scale_integration
- Wikipedia: Microarchitecture
- Wikipedia: Microcontroller
- Wikipedia: Microprocessor
- Wikipedia: Central_processing_unit
- Wikipedia: Graphics_processing_unit
- Wikipedia: Memory_controller
- Wikipedia: Host_adapter
- Wikipedia: Embedded_system

Guaranteeing absence of errors is of paramount importance in hardware design, because all software applications are written under the assumption that the underlying hardware will execute them correctly, and because hardware mistakes are much more difficult and expensive to repair than software ones, for which software patches are possible. Beyond the aforementioned flaws of the Pentium division and Sandy Bridge chipset with their extreme financial consequences (see Section 1.1), the high costs of circuit manufacturing make design error expensive, even for simpler integrated circuits.
To avoid producing and releasing defective circuits, the crude “trial-and-error” approaches too often used in software design are not an option: stricter and more demanding approaches are needed. Therefore, sophisticated methodologies have been elaborated and continuously improved since the early days of hardware design.

Further reading:
- Wikipedia: Integrated_circuit_design
- Wikipedia: CPU_design
- Wikipedia: Computer_engineering
- Wikipedia: Electronic_design_automation
- Wikipedia: List_of_EDA_companies

Formal methods are integral part of these methodologies. Today, hardware design companies routinely use formal verification tools provided by EDA companies, often as part of larger software environments for integrated circuit design. Major global corporations, such as IBM or Intel, even have their own research laboratories to develop in-house formal verification tools.

Notice that terminology slightly differs between hardware and software design. In hardware design, the term verification denotes a large set of techniques (including emulation, simulation, rapid prototyping, and testing) to detect design mistakes; these techniques are not necessarily formal, and one must use the term formal verification when referring to mathematically-based techniques (e.g., model checking and equivalence checking). Similarly, the term testing has a specific meaning in hardware design, where it denotes those checks performed during and after the circuit manufacturing process.

Further reading:
- EDA Consortium Glossary – http://www.edac.org/industry_glossary.jsp
- Wikipedia: Category:Electronic_circuit_verification

Hardware design, as an application domain, has contributed significantly to the development of formal methods by bringing many challenging problems (e.g., combinational logic, sequential logic, synchronous circuits, asynchronous circuits, system on chip, and network on chip) with all related issues of correctness and efficiency and, more recently, new issues about energy consumption.

Further reading:
- Wikipedia: Combinational_logic
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The usual hardware description languages, such as VHDL or Verilog, incorporate certain concepts of electronics (e.g., logic gates or signal edges) as well as certain conventions specific to hardware design methodologies. These languages are thus significantly different from mainstream programming languages for software and, for this reason, formal methods and tools developed for hardware design are not, in general, directly applicable to software.

Moreover, many hardware verification concepts (e.g., cycle accuracy, data path, instruction set, pipeline, circuit retiming, etc.) have no direct correspondence in software verification.

However, the separation between hardware and software is neither total nor permanent. As hardware architectures increasingly incorporate massive parallelism and decentralized interconnection topologies, they face the same problems as distributed software applications. These problems can be addressed using formal techniques (e.g., asynchronous and synchronous process calculi, symbolic model checking, SAT solving, etc.) that are equally relevant to software verification.

Also, because of the ever-increasing complexity of circuits made possible by technology and silicon integration advances, the design and verification of
complex circuits must be done at a higher level of abstraction than before. Higher-level languages such as SystemC and SystemVerilog as have been proposed for this purpose. These languages borrow many features from software programming languages such as C, C++, or Java. This gradually attenuates the distinction between high-level hardware design and software design, thus opening the way for common formal methods.

2.2.5 Discussion

Besides the four aforementioned application domains, there are at least two other domains in which formal methods can be used successfully:

- **Pure mathematics**: Formal methods, especially theorem provers, are remarkably successful at formalizing mathematical theories and checking proofs rigorously. Most notably, theorem provers are better than humans in tackling complex proofs that require thousands of particular cases to be examined individually. Besides theorem provers, there are also computer algebra systems, the description languages of which can be rightfully considered as formal methods.

- **Systems biology**: An emerging field of bioinformatics — tentatively named formal system biology — promotes formal methods (e.g., process calculi and model checking) for modeling certain aspects of biological processes (regulation networks, pathways of interactions, etc.).
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No matter how fascinating these two application domains may be, we will not further investigate them in the present report, whose scope only covers engineering approaches to the construction of computer systems.

In the sequel, we will use the term system in the acceptance of computer system, which encompasses the particular cases of protocol, hardware, and software systems, or combinations of these — as the various applications domains are not always strictly separated, which sometimes requires to consider simultaneously several aspects of the system under study (e.g., hardware-software co-design, rather than separate design of hardware and software).

2.3 Taxonomy according to environment assumptions

We now propose a second taxonomy of formal methods that is orthogonal to the first taxonomy based on application domains. Some preliminary definitions are needed first.

2.3.1 Environment and system boundary

To each computer system under study, there is an associated environment, which corresponds to the “rest of the universe” with which the system interacts. Depending on which kind of system is considered, an environment can be, for instance:

- one or several human users of the system,
- a natural/physical/biological process controlled by the system,
- lower and higher layers with which a protocol is exchanging data,
- other hardware elements to which a hardware circuit is connected,
- other software components with which a software program is executing,
- etc.

The frontier where the interactions (i.e., the inputs and outputs) between a system and its environment take place is usually named system boundary.

Further reading:

- Wikipedia: Environment (systems)
2.3.2 Environment assumptions

Although the environment is external to the system — and, in many cases, actually pre-exists to the system — it must be specified formally too. Specifying the environment correctly is as essential as specifying the system correctly. Our second taxonomy is based on the notion of environment assumptions (also domain assumptions or, simply, assumptions), i.e., the formalization by the system designer of what the environment can and cannot do. We distinguish between three kinds of environments:

- A **nominal environment** is well-understood and predictable. It guarantees certain requirements known in advance, for the respect of which the system will be able to trust its environment. A nominal environment is often an abstraction itself, i.e., an idealized simplification of the real-life environment with which the system is interacting.

- A **faulty environment** is mostly understood and largely predictable, but its behavior can be altered by faults, i.e., abnormal events affecting the system, such as hardware malfunctioning or degradation as time passes. For instance, a memory or disk storage may get corrupted, a communication link may lose a fraction of the transmitted packets, a computer in a network may stop working and not respond any more, etc. Faults may occur randomly or systematically, intermittently or permanently from a certain point on. Certain faults are easy to detect and diagnose, whereas others are more involved. Fault models are used to describe the available knowledge about faults, and to predict fault occurrences and characteristics.

  Further reading:
  - Wikipedia: Fault_(technology)
  - Wikipedia: Fault_model

- A **hostile environment** is neither totally understood nor predictable; its behavior cannot be trusted because of the potential presence of a number of adversaries (or attackers or intruders) who can take control of the environment (at least, in part) and modify its expected behavior. The adversaries may be arbitrarily clever and their possible actions are largely unforeseeable; they can observe the system to acquire knowledge for future attacks; they can perturbate the environment by intercepting communications or by forging deceptive messages; in some cases, they can even get unauthorized access to the system or exploit side channels to obtain information not normally disclosed by the system.
The three kinds of environments have been presented above in increasing complexity order — or, to express it in a different yet equivalent way, in decreasing order of assumption strength. It is indeed clearly that faulty environments include nominal environments as particular cases where no fault occurs, and that hostile environments generalize faulty environments by introducing the possibility of attacks, of which faults are a particular case (the difference being that attacks can trigger a clever, coordinated, low-probability sequence of events that cannot be described using classical fault models).

Environment assumptions determine a taxonomy of formal methods approaches. From a common problem statement (“Does the system work as expected?”), three approaches can be distinguished depending on the kind of environment considered. These approaches largely differ with respect to formal models, design approaches, and verification algorithms that are needed to cope with the various environment assumptions. Moreover, each of these three approaches corresponds to a well-identified branch of computer science, with dedicated scientific conferences and journals. A similar taxonomy was sketched in [Sch11].

### 2.3.3 Correctness and performance issues

The first branch of our second taxonomy studies systems operating in nominal environments. For formal methods, this is the traditional and privileged area, in which considerable progress has been made, from basic research to industrial applications.

Along this branch, the main class of issues addressed by formal methods can be referred to using the generic name of correctness. The goal is either to establish that the system, when executing in a nominal environment, behaves according to its specifications or, conversely, to detect and remove unintentional human design mistakes.

There are various forms of correctness. A very general one is functional correctness, which scrutinizes the inputs and outputs of the system. But particular forms also exist — e.g., for sequential programs, there are specific notions such as total correctness, partial correctness, and termination.
Correctness questions usually call for a Boolean answer: is the system correct or not? However, there are other useful questions that one may wish to ask about a system, a communication protocol, a hardware circuit, or a software program. Quite often, these are quantitative questions about resource usage:

- How long will this program will take to execute?
- What are the response time and latency of this system?
- What are the throughput and round-trip delay time of this protocol?
- How much memory will use this program? (This is an essential issue for critical systems).
- How much energy will consume this system? (This is a key question for embedded devices).

All these questions are usually grouped under the generic term of performance issues, and there exist formal techniques specifically designed to answer these questions. Although certain of these techniques are not traditionally considered to be part of formal methods, there is no logical reason for excluding them and, indeed, current trends in academic community gradually extend the scope of formal methods to include performance issues.
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The frontier between correctness and performance is not always clear, and this is why we present both notions together. For instance, quantitative questions such as “How long does the system need to react?” or “How much memory does the system use?” logically belong to performance, whereas Boolean queries such as “Does the system react in less than 10 milliseconds?” or “Does the program fit in the physical limit of 4 gigabytes?” belong to correctness. Similarly, we consider that hard real-time issues (focusing on strict deadlines and worst-case execution time) belong to correctness (precisely, to a class of correctness issues usually named time correctness or timeliness), whereas soft real-time issues (dealing with average-case execution time) belong to performance. Such fine terminology distinctions may generate lengthy, inconclusive discussions between experts; fortunately, terminology is not so essential when using formal methods in practice.

2.3.4 Dependability and performability issues

The second branch of our second taxonomy studies systems operating in faulty environments. Not all methods developed for designing and analyzing such systems are formal, and those of these methods that are formal are not necessarily called “formal methods”. Nevertheless, we believe that this area of research, to a large extent, belongs to formal methods, at least in its aspects most closely related to computing.

The reader should be warned that this area of research makes intensive use of vocabulary in order to define the qualities of systems. Unfortunately, definitions are multiple and often differ from one source to another. The reader should therefore be prepared to face terminology confusions, which are frequent and unavoidable. To minimize such problems, we will try using in this report a reduced number of concepts.

Further reading:

- Software and Systems Engineering Vocabulary –
  http://pascal.computer.org/sev_display/index.action

Following the elaborate terminology of [ALRL04], we distinguish between faults and failures, faults being causes and failures being consequences, i.e. the perturbations of a system when faults arise. But we do not follow [ALRL04] in their subtle distinction between “fault” and “error”, the latter being somewhat the observable consequence of a fault, yet not necessarily as severe as a system failure. Instead, we reserve the term “fault” for hardware or environmental perturbations, while we use “bug”, “defect”, “error”, and “mistake” as synonyms to designate flaws having a human cause. We therefore do not consider design mistakes (which relate to correctness) and
attacks (which relate to security) to be faults, contrary to the broader definition of [ALRL04, Section 3.2.1] that encompasses all possible causes of faults: human and natural, software and hardware, malicious, deliberate, accidental, etc.

Further reading:
- Wikipedia: Failure
- Wikipedia: Failure_causes
- Wikipedia: Cascading_failure

To name this area of research, we will use two main terms, which express for faulty environments the same concepts as correctness and performance for nominal environments:

- According to [ALRL04], *dependability* is “the ability [of a system] to avoid service failures that are more frequent and more severe than is acceptable”. Dependability can also be defined as the “trustworthiness of a computer system such that reliance can be justifiably placed on the service it delivers” [IEE06] or as a “measure of the degree to which [a system] is operable and capable of performing its required function at any (random) time during a specified mission profile” [ISO10].

Further reading:
- Wikipedia: Dependability
- Dependability (ResiliNets, University of Kansas) – https://wiki.ittc.ku.edu/resilinets/Dependability

- According to [Mey80, Mey92, Mey95], *performability* assesses “the system’s ability to perform when performance degrades as a consequence of faults”. Performability can also be defined to measure “how well [the] system performs in the presence of faults over a specified period of time. [...] Such measures can thus account for degraded levels of performance that, according to failure criteria, remain satisfactory” [MS01].

Further reading:
- Performability (ResiliNets, University of Kansas) – https://wiki.ittc.ku.edu/resilinets/Performability
Notice, although the difference is not essential, that certain authors view dependability and performability as distinct topics, while other authors (e.g., [Mis08]) consider that performability encompasses dependability (together with other concerns).

Following the terminology of [ALRL04], dependability is an integrated concept defined by the conjunction of five attributes:

1. **Availability**, which is “the degree to which a system or component is operational and accessible when required for use” [ISO10]. Availability is often expressed as the percentage of the execution time during which the system will run without failures.

   Further reading:
   - Wikipedia: Availability
   - Wikipedia: High_availability
   - Wikipedia: Unavailability

2. **Integrity**, which is “the degree to which a system or component prevents unauthorized access to, or modification of, computer programs or data” [ISO10]. [ALRL04] goes beyond with a broader definition of integrity: “absence of improper system alteration” — replacing “unauthorized” by “improper” also covers accidental corruption of data.

   Further reading:
   - Wikipedia: System_integrity

3. **Maintainability**, which is both “the ease with which a software system or component can be modified to change or add capabilities, correct faults or defects, improve performance or other attributes, or adapt to a changed environment” and “the ease with which a hardware system or component can be retained in, or restored to, a state in which it can perform its required functions” [ISO10].

   Further reading:
   - Wikipedia: Maintainability

4. **Reliability**, which is “the ability of a system or component to perform its required functions under stated conditions for a specified period of time” [ISO10]. Reliability is often expressed as the probability that the system will function without failure in a certain time interval.
Further reading:
- Wikipedia: Reliability_engineering
- Wikipedia: Reliability_theory

5. Safety, which is “the expectation that a system does not, under defined conditions, lead to a state in which human life, health, property, or the environment is endangered” [ISO98]. Safety is often expressed as the probability that the system, during its lifetime, will not have certain failures considered as catastrophic. Safety should not be confused with the notion of safety property that is used (often in connection with temporal logic) to characterize the dynamic executions of a system, and thus belongs to correctness issues.

Further reading:
- Wikipedia: Safety_engineering
- Wikipedia: Functional_safety
- Wikipedia: System_safety
- Wikipedia: Safety_Integrity_Level

It is worth noticing that the five attributes characterizing dependability may be conflicting when considered together. For instance, availability may suggest to pursue operation as long as possible, whereas safety may require to stop operation as soon as possible. Particular tradeoffs have to be made for each dependable system under design.

There is a large scientific corpus on dependability and performability issues, with two major goals:

- Quantify the impact of faults: the goal is study (an abstraction of) the system to compute estimations about failure probabilities, rates, or severity. These estimations may concern dependability attributes — notice that it is usually easier to compute numbers for availability, reliability, and safety than for integrity and maintainability — as well as performability — in which case one measures the degradation of performance (or quality of service) caused by faults. One may also analyze causal dependencies (e.g., which faults cause which system failures) and critical paths (e.g., which faults contribute most to system failures). Many of these approaches are used in industry for the assessment of complex systems: a system is often said to be dependable if its probability of failure per operating hour is less than $10^{-6}$, and ultradependable if this same probability is less than $10^{-9}$.
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- Avoid or mitigate the impact of faults: the goal is to recover or handle faults in the best possible way, hopefully using the estimations of fault impact as a guidance for optimization. Various techniques can be used to achieve this goal. When dealing with a system that already exists, one can use fault prevention, monitoring, maintenance, etc.

Another point to be mentioned is that dependability/performability approaches that rely on sound mathematical bases can truly be considered as formal methods. Thus, the frontier between correctness and dependability issues is not always clear. This is due to the fact that scientists belonging to different communities have addressed the same problems using different formal approaches. Quite often, the mathematical nature of the considered fault models determines whether correctness or dependability is involved, with the underlying idea that correctness is more about Boolean models while dependability deals more with probabilistic and stochastic models.

For instance, verification of communication protocols tolerant to message losses is usually considered to be part of correctness when message losses are modeled using nondeterministic choice, whereas it rather belongs to dependability/performability when message losses are modeled using probabilistic choice. At present, unification between correctness and dependability is taking place progressively, as the correctness community is increasingly considering numerical models and algorithms, while the dependability community starts using specification languages and verification techniques (e.g., model checking) initially developed for correctness purpose.

2.3.5 Security issues

The third branch of our second taxonomy studies systems operating in hostile environments. This is the domain of information-technology security, whose goal is to study whether a computer system can resist to intentional attacks perpetrated by humans or malicious computer programs. There are several possible definitions of security. According to [ISO10], security is about “the protection of a system from malicious or accidental access, use, modification, destruction, or disclosure”. More specific definitions exist; according to [ISO08], security concerns “all aspects related to defining, achieving, and maintaining confidentiality, integrity, availability, non-repudiation, accountability, authenticity, and reliability of a system”. Other sources mention additional properties, such as anonymity, auditability, and privacy, for instance. Typical applications are access control systems, banking systems, smart cards, firewalls, operating systems, cryptographic protocols, voting machines, etc.
The contributions of formal methods to security are positively fruitful (see, e.g., the historical survey of [Win98]). General-purpose formal techniques have been applied successfully to security issues; for instance, model checking tools enabled to find unknown attacks in security protocols, e.g., [Low95] for the Needham-Schroeder public-key authentication protocol [NS87] or [LG00] for the subscription and registration protocols of the Equicrypt conditional access and copyright protection system.

Additionally, dedicated formal methods have been developed to target security issues. Such methods include security-oriented formal notations, logics, and process calculi, as well as software tools for the automated analysis of secure protocols and systems; such tools take into account the particular characteristics of security problems to fight combinatorial explosion, for instance by joint use of theorem proving and model checking.

The multiple relations between security, on the one hand, and correctness and dependability, on the other hand, can be summarized as follows:

- For modern, real-life systems, it becomes increasingly difficult to separate correctness and dependability from security. This might have been the case in the past, when most systems were not interconnected or had only limited connectivity provided by proprietary networks: this way, one could assume the absence (or very low probability) of attacks. Nowadays, such a "closed world" assumption is no longer possible for systems that are connected to public networks such as the Internet. For those systems, security concerns are unavoidable and should be addressed from the early design steps as they may have a strong impact on design choices.

- Regarding security and correctness: although these two issues are related (they share a common theoretical background, as well as a common goal — checking whether some system works properly in a nominal or hostile environment), they are increasingly considered to be distinct and studied in different academic communities. Classical formal methods for correctness still provide theoretical foundations, but formal methods for security tend to evolve by their own and increasingly specialize to reflect the specific characteristics of secure systems.
Regarding security and dependability: in theory, any attack on a system can always be seen as a particular case of Byzantine fault (i.e., arbitrary fault — the most general fault model), meaning that security issues are a subset of dependability issues. This is in line with certain authors [Som10, PL07] who, contrary to [ALRL04], define dependability to contain security — an evolution that we will not follow in this report. In practice, however, security attacks are very different in nature from the non-malicious faults considered by the dependability community; attackers can acquire information by observing silently the system and perturbate its behavior by injecting and/or intercepting information; to the contrary, standard fault models are either memoryless (e.g., discrete- or continuous-time Markov chains) or are simple functions of the elapsed time (e.g., when modeling fatigue or obsolescence of a physical component); even when Byzantine faults are considered, there are theoretical restrictions (e.g., maximal number of faulty processes) that an attacker may choose to ignore.

In practice, it is not possible to ensure security without addressing correctness and dependability issues as well. Formal methods for security, if taken alone, are not sufficient; one also needs formal methods for correctness and dependability. Indeed, a complex system is like a chain: its security is that of its weakest link. Design mistakes that have not been discovered, or hardware faults that are not handled properly may create security vulnerabilities exploited by malicious adversaries. For instance, cryptographic devices that are not protected against physical data corruption are vulnerable to fault attacks.

Further reading:
- Wikipedia: Fault_attack

Finally, it is worth noticing that dependability and security sometimes lay conflicting requirements. A well-known civil engineering example illustrates this paradox: when an emergency alarm rings in a building, should the doors remain open (fail-safe design) or closed (fail-secure design)? Similar paradoxes may occur in information technology: if a trusted storage unit notices an abnormal event, should it quickly put the data in a consistent state (e.g., flushing memory caches to disk) so that data can be recovered easily (fail-safe policy) or should it erase all data to prevent information leakage to attackers (fail-secure policy)?

Formal methods can only address certain aspects of security, those related to logics, mathematics, computer science, and system design. Other aspects of security unrelated to formal methods (e.g., computer hacking, tampering,
social engineering, etc.) are out of the scope of this report and will not be covered — see classical textbooks on computer security for this. Also, this report will not discuss the mathematical aspects of cryptography (which, from the formal methods point of view, is a basic technology for building secure systems), but will consider higher-level applications relying on cryptography, among which cryptographic protocols.

2.3.6 Discussion

One may wonder whether, beyond the three environments (nominal, faulty, and hostile) presented in Section 2.3.2, there exist other kinds of environments with their associated formal methods. One can perhaps mention a growing scientific interest in evolving systems, the behavior of which has to adapt itself to frequently changing environments. However, the application of this idea to computing is still very fresh, and the connections with formal methods are unclear. For this reason, we consider evolving systems to be out of the scope of this report.

Further reading:
- Wikipedia: Adaptability
- Wikipedia: Adaptation_(computer_science)
- Wikipedia: Evolving_intelligent_system
- Wikipedia: Software_evolution

Because the three environments are of increasing complexity (nominal < faulty < hostile) in terms of the situations they authorize, one can easily infer that correctness and performance issues are easier than dependability and performability issues, themselves being easier than security issues. Indeed, excluding the possibility of faults and attacks makes analysis simpler; also, introducing redundancy (for dependability) or defensive measures (for security), or specifying system internals that may enable side-channel attacks increases the overall system complexity. However, for large systems, one must also take into account limitations inherent to combinatorial explosion: if the environment gets more complex, the system must get simpler (i.e., specified in a more abstract way), so that the total complexity (system plus environment) remains within the bounds of state-of-the-art verification capabilities. So doing, the complexities of the various issues are no longer easily comparable, because the system and environment vary to cope with complexity limitations.

A crucial question concerns the most adequate way of ensuring software quality; this question also concerns all hardware components that are designed
in the same way as software (i.e., using computer languages and synthesis tools): should software quality be proven (using a correctness approach leading to a yes/no verdict) or should it be estimated (using a dependability approach leading to a probabilistic verdict, such as 99.999%)? This is an important debate, with many pro and cons. In favor of the dependability approach, one can mention four arguments:

- In most cases, software is only a part of a larger system. For end-users, the correctness of software certainly matters, but not as much as the dependability of the whole system [Rus07].

- The established methodologies for quantifying system dependability assign probabilities (availability, reliability, safety, etc.) to each component of the system. Those methodologies naturally push for doing the same for software — under the implicit assumption that software can be treated like any other component of the system. For instance, a system-level requirement in aviation is the absence of catastrophic failure in the lifetime of an airplane; this global requirement is then propagated to subsystems, including software-intensive components, leading to reliability constraints of the form “for safety-critical software, the probability of failure per hour must be less than $10^{-9}$”.

- Correctness proofs are not always feasible, either for theoretical or practical (limited resources) reasons. And even when software is proven correct, it is always under the assumption that the underlying hardware (or, more generally, execution platform) works properly. In practice, it is impossible to guarantee that hardware will perform 100% reliably; there is always a non-null fault probability (e.g., manufacturing defect, overheating, circuit aging, power fault, cosmic rays, etc.). Fault-tolerant approaches to protect software against hardware faults are a difficult task, as random faults may have unpredictable effects. Even when soundly done, fault tolerance provides a reliability measure that is rather a probability than a Boolean value.

- The probabilistic approach is supported by certain standards. For instance, [ISO10] introduces the concept of software reliability, which is explicitly defined as “the probability that software will not cause the failure of a system for a specified time under specified conditions; the probability is a function of the inputs to, and use of, the system as well as a function of the existence of faults in the software; the inputs to the system determine whether existing faults, if any, are encountered.”
However, there are opposite arguments in favor of the correctness approach:

- Probabilistic models developed for hardware may be unsound if applied to software, which is of a different nature than the other system components. The essential difference is stated in [ISO01]: “wear or aging does not occur in software; limitations in reliability are due to faults in requirements, design, and implementation; failures due to these faults depend on the way the software product is used and the program options selected rather than on elapsed time”.

- Even when specifically targeted at software, statistical and probabilistic models of reliability remain controversial. Even proponents of software reliability (see, e.g., [LS93, WV00]) acknowledge the difficulty of the task, question the significance of existing approaches, and call for better scientific foundations.

- Moreover, it is mathematically difficult to predict the impact of a software bug on the whole system — such failure predictions are often possible for physical faults, but not for faults arising from software. In the case of a bug recently found in the SSH implementation of Erlang/OTP, one single incorrect line (in nearly 70 megabytes of source code) compromised the security of thousands of servers in the world.

Further reading:

- For these reasons, certain standards and recommendations for safety-critical software explicitly reject software reliability estimations. [FAA88, paragraph 7.1] states that “it is not feasible to assess the number or kinds of software errors, if any, that may remain after the completion of system design, development, and test”. This position is confirmed in [RTC92, Section 2.2.3]: “Development of software to a software level does not imply the assignment of a failure rate for the software. Thus, software levels or software reliability rates based on software levels cannot be used by the system safety assessment process as can hardware failure rates” and in [RTC92, Section 12.3.4]: “During the preparation of this document, methods for estimating the post-verification probabilities of software errors were examined. The goal was to develop numerical requirements for such probabilities for
software in computer-based airborne systems or equipment. The conclusion reached, however, was that currently available methods do not provide results in which confidence can be placed to the level required for this purpose”.

In this debate, we incline towards the correctness approach, especially for life- and mission-critical software. We believe that, because software is a logical object, it has the potential to be free from defects, at least when operating in an environment that satisfies the design assumptions. We somehow fear that, if time or budget are lacking, system designers could be tempted to replace correctness proofs with (supposedly less-demanding) probabilistic estimations. If software correctness is not proven formally, it seems impossible to soundly compute dependability-related probabilities for the system containing this software. This is the approach followed so far in aerospace and nuclear systems, with the positive consequence that software must be kept simple enough to be proven correct.

Finally, we mention scientific contributions [BS98, Lit00, Rus09] that draw a bridge between Boolean correctness and probabilistic dependability by introducing the probability of software perfection, i.e., the probability that the software will never encounter circumstances that activate a bug causing a system failure.
Chapter 3

Components, models, and properties

3.1 Introduction

In Chapter 2, the general concepts of system, environment, and system boundary have been introduced. In the present chapter, we elaborate on the architecture of systems and their modular organization in terms of hardware and/or software components.

We then introduce the two main types of specifications, namely operational and declarative specifications. For each of them, we review their essential characteristics, which we illustrate by means of examples taken from widespread formal methods and tools.

3.2 Components

In this section, we present the essential concepts needed for describing and reasoning about system architectures formally.

3.2.1 System components

Except in very particular cases where the system under study is simple enough to fit into one single piece (e.g., a software program to sort an array of numbers, or a hardware circuit implementing a majority vote), it is suitable to decompose this system into smaller pieces, usually called components (or subsystems, or modules).

Being interested in formal methods, we naturally focus on components that can be described formally using computer languages. There are many differ-
ent language features that support the concept of components. In their most intuitive form, components correspond to identifiable fragments of hardware or software. Examples of hardware components are motherboards, processors, memories, etc., as well as coherent parts of integrated circuits (e.g., logic units and logic blocks). Examples of software components are: procedures and functions in sequential programming languages; methods, objects, and classes in object-oriented programming languages; threads, processes, tasks, or Web services in concurrent programming languages, etc. Also, modules or code libraries are typical examples of components in most programming environments. These examples and more involved forms of components will be further detailed in Section 3.2.3.

The systematic usage of components (known as modularity) plays a crucial role in formal methods, as most design methodologies, most specification languages, and many verification techniques rely on components or, at least, support them. It is widely admitted that modularity increases the quality of systems by making them easier to design, implement, verify, maintain, and evolve. Component-based design methodologies usually combine two complementary principles:

- The decomposition principle (also called divide and conquer or, sometimes, analysis) suggests to design a complex system by dividing it into simpler subsystems to be designed afterwards. Decomposition is the principle underlying top-down or hierarchical design methodologies.

- The composition principle recommends to build a complex system by assembling simpler subsystems, notably by reusing subsystems that already exist in libraries (thus avoiding or, at least, reducing code duplication problems). Composition is the driving principle for bottom-up design methodologies.

Further reading:
- Wikipedia: Analysis
- Wikipedia: Decomposition_(computer_science)
- Wikipedia: Process_architecture
- Wikipedia: System_integration
- Wikipedia: Code_reuse
- Wikipedia: Duplicate_code
- Wikipedia: Top-down_and_bottom-up_design
- Wikipedia: Component-based_software_engineering

The decomposition and composition principles are not identical and may inspire different technical and methodological solutions. For instance, the
decomposition principle naturally leads to hierarchies of nested components (i.e., components syntactically contained within other components), as each system can be decomposed into several subsystems, and so on recursively. This idea is supported by computer languages allowing nested procedures (e.g., Pascal and Ada), nested blocks (e.g., VHDL and Verilog), nested processes (e.g. LOTOS and statecharts), nested components (e.g., UML), or even nested modules (e.g., Standard ML and Ruby). On the contrary, the composition principle tends to reject nested components because it is usually difficult, if not impossible, to reuse a nested component outside of its enclosing component(s). For this reason, recent computer languages do not support nesting of entities (procedures, blocks, processes, etc.) that can be given a name and reused; for this reason, nested modules are forbidden by most computer languages.

We now review the most salient features of decomposition and composition.

### 3.2.2 Decomposition strategies

To decompose a given system into components, there is generally no unique solution. Various strategies can be used, leading to different results. We can mention at least four main strategies:

- **Information-based** strategies tend to organize components around data structures. Usually, a component encapsulates a piece of data, together with the primitives for consulting and modifying such data. Typical examples are objects and classes in object-oriented languages, and monitors and processes in concurrent programming.

- **Locality-based** strategies tend to group elements that are close to each other according to topology or geographical distance. For instance, in a communication protocol between two entities, each entity will be considered as a component; in a distributed system gathering remote servers, each server will be a component.

  Notice that information-based and locality-based strategies often coincide when each data is stored in one unique place. However, in the case of distributed systems containing data fragments spread or replicated in several places, both strategies may lead to different decompositions.

- **Chronology-based** strategies tend to assign to separate components activities that execute either sequentially or concurrently. For instance, in a flight control system, there can be distinct components for takeoff and landing phases; in a circuit implementing pipelined computations, there can be distinct components for each step of the pipeline.
• *Functionality*-based strategies tend to organize components to reflect the essential functions of the system. For instance, in a life-critical system, the components related to safety have to be clearly separated from other components; in a micro-kernel operating system, there are distinct components for device drivers, file systems, and protocol stacks. Functionality-based strategies encompass the *separation of concerns* design principle that will be examined in Section 4.5.3.

Notice that chronology-based and functionality-based strategies may coincide, especially for activities taking place in sequence (successive activities often address different functionalities) but not always (concurrent activities may collaborate to provide one single functionality).

Also, locality- and functionality-based strategies may lead to orthogonal decompositions. For instance, in a telecommunication protocol, locality produces “vertical” components (i.e., protocol stacks on each site) whereas functionality produces “horizontal” components (i.e., protocol layers across remote sites).

When developing a system, one is not forced to choose a unique decomposition strategy. Several strategies can be used in different phases of the development or for different purposes. For example, a decomposition suitable during the early design steps is not necessarily optimal for verification.

### 3.2.3 Composition means

There are many kinds of components, and multiple ways of composing them. In hardware, at the lowest level, logic cells are connected by wires, using clock signals in synchronous logic or handshake protocols in asynchronous logic. At a higher level, circuit fragments are organized around communication facilities such as hardware buses, crossbars switches, or networks on chip. Finally, computers themselves can be connected by computer and telecommunication networks.

Further reading:

- [Wikipedia: Clock signal](https://en.wikipedia.org/wiki/Clock_signal)
- [Wikipedia: Crossbar switch](https://en.wikipedia.org/wiki/Crossbar_switch)
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In software, the number and diversity of composition mechanisms for components, at compile time or at run time, is even greater. We can mention the following ones:

- **Link editing** takes object files and libraries generated by a compiler and combines them to produce an executable program.

  Further reading:
  - Wikipedia: Link_time
  - Wikipedia: Linker_(computing)
  - Wikipedia: Object_file
  - Wikipedia: Library_(computing)

- **Sequential composition** takes components containing program fragments (namely subroutines, such as procedures, functions, or methods) and executes them in sequence or, more generally, combines them using (hopefully, structured) imperative programming constructs such as “if-then-else” and “while” statements. The execution flow is sequential in the sense that there is only a single execution thread; subroutines are only active when they are called and until they return.

  Further reading:
  - Wikipedia: Subroutine
  - Wikipedia: Control_flow
  - Wikipedia: Imperative_programming
  - Wikipedia: Procedural_programming
  - Wikipedia: Structured_programming
  - Wikipedia: Function_composition_(computer_science)

- **Quasi-parallel composition** (or *pseudo-parallel composition*) takes components containing program fragments with an internal program state (e.g., coroutines, fibers, objects, or tasks in a time-sharing system) and executes them altogether. There is one single execution thread (same as for sequential execution), but each component, even when it is not active, retains its current state (i.e., data and program counter location). The execution can be *co-operative*, if each component voluntarily suspends itself by yielding the execution thread (e.g., coroutines and object methods), or *preemptive*, if some scheduler can interrupt the execution of the active component to give the thread to another component (e.g., time-sharing tasks).
Further reading:
- Wikipedia: Coroutine
- Wikipedia: Fiber\_\(\text{computer\_science}\)
- Wikipedia: Object\_\(\text{computer\_science}\)
- Wikipedia: State\_\(\text{computer\_science}\)
- Wikipedia: Scheduling\_\(\text{computing}\)
- Wikipedia: Time-sharing

\*Synchronous parallel composition\* takes components written in a synchronous programming language (e.g., Esterel modules, Lustre nodes, etc.) and executes them altogether. There are several execution threads, one for each component, but all components must evolve synchronously following the logical ticks delivered by a scheduling clock.

Further reading:
- Wikipedia: Synchronous\_\(\text{programming\_language}\)
- Wikipedia: Esterel
- Wikipedia: Lustre\_\(\text{programming\_language}\)
- Wikipedia: SIGNAL\_\(\text{programming\_language}\)

\*Asynchronous parallel composition\* takes components (e.g., threads, processes, tasks, Web services, etc.) written in one or several asynchronous programming language(s) and executes them altogether. There are as many execution threads as components; each component evolves independently from the other ones, but can synchronize and/or communicate with them using shared variables, semaphores, critical sections, monitors, messages, rendezvous, queues (bounded or not, with or without priorities, with or without timeouts, etc.), or higher-level communication protocols (UDP, TCP, HTTP, etc.).

Further reading:
- Wikipedia: Thread\_\(\text{computing}\)
- Wikipedia: Process\_\(\text{computing}\)
- Wikipedia: Web\_\text{service}
- Wikipedia: Concurrency\_\(\text{computer\_science}\)
- Wikipedia: Synchronization\_\(\text{computer\_science}\)
- Wikipedia: Inter-process\_\text{communication}
- Wikipedia: Asynchronous\_\text{communication\_mechanism}
- Wikipedia: Shared\_\text{memory}
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| ▶ Wikipedia: Message_passing  |
| ▶ Wikipedia: Mutual_exclusion  |
| ▶ Wikipedia: Critical_section  |
| ▶ Wikipedia: Semaphore_(programming)  |
| ▶ Wikipedia: Lock_(computer_science)  |
| ▶ Wikipedia: Monitor_(synchronization)  |
| ▶ Wikipedia: Barrier_(computer_science)  |
| ▶ Wikipedia: Kahn_process_networks  |
| ▶ Wikipedia: Process_calculus  |
| ▶ Wikipedia: Service_choreography  |

For both hardware and software systems, composition can be specified either *textually*, using ad hoc command-line or computer language constructs, or *graphically*, using so-called component diagrams (see Section 3.2.5 below).

### Further reading:

- Wikipedia: Component_diagram

Composition can be *flat* (i.e., assembly of components directly produce the system) or *hierarchical* (i.e., assembly of components produce a component and so on, recursively, up to the top-level component that features the system). Hybrid solutions also exist, e.g., in the Unix link editor, which introduces an intermediate level (library files) between component level (object files) and system level (executable files).

Notice that hierarchical composition introduces *compound components* obtained by assembling other components. Compound components should not be confused with the nested components evoked in Section 3.2.1.

### 3.2.4 Component environments

In Section 2.3.1, the concept of *environment* for the system under design has been presented. In the same way this system has a (global) environment, each of its components has a (local) environment, which can be defined as the set of other components and the part of the (global) system to which this component is connected.

For instance, let us consider a component-based system with a layered architecture resulting from a decomposition strategy based on functionality. The environment of a typical component $C$ of this system will be threefold:
• The upper layer (which may be the global environment) from which $C$ receives requests and to which $C$ sends results;

• The other components in the same layer as $C$, with which $C$ possibly collaborates to perform its tasks; and

• The lower layer (which may be the global environment) on which $C$ relies for its execution; this lower layer can be a computing (or execution) platform that provides $C$ with computing resources (processor, memory, network, etc.); it can be implemented in hardware and/or software.

Further reading:
▶ Wikipedia: Computing_platform

The frontier between components and environments is sometimes fuzzy. In certain cases, a (local or global) environment can be represented by one or several components. This will be discussed in Section 3.3.2.

3.2.5 Component interactions

Each component may co-operate and exchange information with other components and/or its local environment. Depending on the way components are implemented (see Section 3.2.3), there are various forms of component interactions, such as calling of a sub-routine or method provided by another component, sending a message to another component, or accessing a variable or memory space shared between several components. Notice that component interactions may differ from the hierarchical or group relationships that the decomposition and composition principles induce among the components of a given system.

In Section 3.2.3, we mentioned component diagrams, which are often used to describe a system as a graph or an hypergraph, the nodes of the (hyper-) graph representing components, and the arcs or edges between nodes representing component interactions.

Component diagrams are useful by providing an architectural vision of the system and by making explicit the dependencies that interactions create between components. However, for realistic systems, such diagrams face practical and theoretical limitations:

• When there are too many components or interactions, component diagrams become too large to be readable. This problem is often addressed by adding a hierarchical structure to component diagrams, i.e., by allowing diagrams nested in diagrams.
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- Determining the precise interactions between a set of components is difficult. One often distinguishes between dynamic and static interactions. Dynamic interactions are all interactions that will actually occur at run-time; in most cases, unfortunately, they cannot be computed exactly, as it is generally undecidable to predict whether two components will interact at run-time (this problem is related to the halting problem). Static interactions are a superset (formally, an overapproximation) of dynamic interactions, meaning that all dynamic interactions (but also, seemingly possible interactions) are contained in static interactions; this superset can be computed (with more or less accuracy) from the description of the system and components (e.g., by considering calls to subroutines or methods, shared variables, or communication channels between components).

- The set of components may remain unchanged during the execution of the system (e.g., an executable program consisting of a fixed set of statically linked object files and libraries), but it may also vary at run-time (e.g., objects dynamically created and destroyed, processes or threads dynamically started and halted, etc.). Also, interactions may change during the execution (e.g., components may dynamically discover new components and establish interactions with them). Component diagrams are too static to represent such evolving and mobile systems, and must be replaced with more dynamic mathematical models, such as graph grammars or bigraphs.

Further reading:
- Wikipedia: Graph rewriting
- Wikipedia: Bigraph

3.2.6 Component interfaces

In order to keep the complexity of the system manageable, components should not expose all their internal details but should instead hide them as much as possible, only revealing their most essential features that are needed for a global understanding of the system. This general principle of computer science is known as encapsulation, or information hiding.

Further reading:
- Wikipedia: Encapsulation_(computer_science)
- Wikipedia: Information_hiding
The concept of *interface* serves to capture and describe the essential features of a component. There are several possible definitions for this concept, from simple to elaborate ones:

- The interface of some component $C$ can be seen as a description of all static interactions that $C$ may have with its local environment and other components. All exchanges between $C$ and the rest of the system must exclusively take place through this interface. This way, the interface plays the same role for the component as the system boundary for the entire system.

  For instance, the interface of a Unix object file is the list of variables and functions exported by this file; at the source code level, the interface of an object or code module is generally richer, as it associates type information to exported variables and functions.

  In this approach, a component usually consists of two parts: an interface part and an implementation part, i.e., a fragment of (hardware or software) code that supplies the features described in the interface.

- A more general definition is the following: the interface of a component $C$ is a summarized description (formally, an abstraction) of $C$ as can be observed by the rest of the system, especially the services that $C$ can provide to other components. The underlying motivation for this definition is to enable the replacement of $C$ by another component $C'$ possessing the same essential features (i.e., having the same or a compatible interface) as $C$, without disrupting the proper functioning of the system.

  For instance, *algebraic data types* are components exporting types and functions, and their interfaces contain algebraic equations giving the semantics of these types and functions; there also exist proposals for richer *behavioral interfaces* for specifying the chronology and precise timing of permitted interactions (this is done using contracts, temporal logic formulas, automata-based notations, etc.).

  In this approach, a component may have several interfaces, each expressing a distinct viewpoint on the component.

**Further reading:**
- Wikipedia: Interface_(computing)
- Wikipedia: Abstract_data_type
3.3 Specifications

Specifications are means to describe a system, its components, and/or their global and local environments. In this report, we are primarily interested in formal specifications (also called formal descriptions), i.e., those specifications the meaning of which can be defined mathematically. We will also use the term requirements to refer to the specifications produced for a system or component during the early steps of its design.

Further reading:
- Wikipedia: Specification_(technical_standard)
- Wikipedia: Functional_specification
- Wikipedia: Formal_specification
- Wikipedia: Requirement

3.3.1 Declarative vs operational specifications

Classically, one distinguishes between two kinds of specifications:

- **Declarative specifications** define what a system or component should do, but not how it should do it. Usually, they express objectives and constraints that any correct implementation of the system or component should satisfy, but they are *non-constructive*, in the sense that it would be impossible (or, at least, very difficult) to automatically derive from these constraints an efficient implementation of the system or component.

- **Operational specifications** possibly define what a system or component should do, and definitely define (at least, partly) how it should do it. Such specifications are *constructive*, meaning that one can use them to generate automatically an implementation of the system or component (or, at least, a skeleton of such implementation).

The difference between these both concepts can be illustrated as follows:

- **Example 1**: Let us consider a program for sorting an array of integer numbers. A declarative specification will state that the program terminates and that, after its termination, the array is well sorted. An operational specification will provide a sorting algorithm or a class of sorting algorithms.
Example 2: Let us consider a communication protocol over an unreliable link. A declarative specification will state that the protocol correctly transmits each message. An operational specification will detail how the protocol detects message losses and performs retransmissions when needed.

As often in computer science, the border is not totally strict between declarative and operational specifications. Continuous trends towards higher-level formalisms and progress in compiling techniques enable certain declarative approaches to become operational; this is the case with constraint programming and declarative programming.

Further reading:
- Wikipedia: Constraint_programming
- Wikipedia: Constraint_logic_programming
- Wikipedia: Declarative_programming

Formal methods, in their broad acceptance, cover both declarative and operational specifications. Certain verification approaches, such as model checking and program verification, precisely work by comparing operational specifications against declarative ones.

In the sequel, we will consider the two main classes of specifications used in formal methods: models and properties, which are respectively presented in Sections 3.4 and 3.5.

3.3.2 Open vs closed specifications

When specifying a system formally, there are usually two options:

- In an open specification (or open system), one only describes the system under study, but not its environment.
- In a closed specification (or closed system), one describes both the system and its environment. Incorporating the environment into the specification enables to precisely describe what the system expects from its environment (namely, what the environment can do, and what it cannot do) and, in particular, to formalize the environment assumptions mentioned in Section 2.3.2.

There is a methodological tradeoff between both options. An open system is more general than a closed one, in the sense that it can cope with any possible environment. Yet, in many cases, one cannot do relevant verification
if the system is too general: more assumptions are needed to restrict the environment, thus leading to a closed (or, at least, less open) specification. In a closed specification, the environment can be described in various ways:

- **Declarative specifications** can be used. Following this approach, the environment is described by means of constraints attached to the interfaces of the system. For instance, there can be mathematical assertions on the input values that the system receives from its environment; there can be also constraints on the chronology or timing of events that may be triggered by the environment. Notice that this approach — which generalizes to formal specifications the idea of *defensive programming* that exists for programs — can be used for the system itself as well as for each of its components.

  Further reading:
  - Wikipedia: Defensive_programming

- **Operational specifications** can also be used. Following this approach, the environment is described in the same way as the system, i.e., by adding to the specification one or several extra components representing the environment and interacting with the system components. Notice that this approach explains the meaning of the expression “closed system”: after adding the extra component(s), the specification no longer needs to communicate with the external world, and its interface thus becomes empty.

- Finally, the environment can be (at least, in part) specified implicitly by the semantics (sometimes called the *model of computation*) of the formal method used for describing the system. For instance, when using a synchronous language, one implicitly assumes that the environment will deliver its inputs and accept its outputs at specified moments (e.g., using sampling according to a system clock); similarly, when formalizing a cryptographic protocol using a security protocol notation, one implicitly excludes certain attacks (e.g., direct intrusion in protocol agents to examine their internal memories) from the universe of possibilities.

  Further reading:
  - Wikipedia: Model_of_computation
  - Wikipedia: Security_protocol_notation
3.4 Models

3.4.1 Definition

Operational specifications for systems and their hardware and/or software components are, in the standard approach, expressed as *models* written in some *modeling language*. Usually, models describe the individual behavior of each component as well as the composition of all components to form a system.

Further reading:
▶ Wikipedia: Modeling_language
▶ Wikipedia: Specification_language
▷ Wikipedia: Formal_specification

Models can be produced in two different ways:

- They can be developed *a priori*, to describe a system that is under construction. Such models are useful to experiment with a system that does not exist already, to get user feedback about it, to detect its potential design mistakes at soon as possible, and to predict its performance before it is built actually.

- They can be developed or generated *a posteriori*, to describe a system that already exists. Such models are helpful to better understand legacy systems, and to study in advance the impact of modifications or enhancements, without stopping nor perturbating running systems.

The term *model* is often used with different meanings in mathematics and computer science. To avoid confusion, it should be noted that the models used in formal methods are distinct from three other notions of models:

- They are distinct from *mathematical logic models*, which are interpretations that assign the value true to a logic formula. The models used in formal methods are more general and exist by themselves, without reference to any logic formula. However, when verification is formulated in terms of property satisfaction (see Section 3.5.1 below), both notions of models coincide.

Further reading:
▶ Wikipedia: Model_theory
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- They are also distinct from data models, which are used in software engineering and information systems to specify the structure, meaning, and handling of data. However, certain modeling languages borrow ideas from data models to formally describe data aspects in systems and components.

Further reading:
- Wikipedia: Data_model
- Wikipedia: Semantic_data_model

- They are richer and more general than the models and metamodels used in the so-called model-driven approaches promoted by the OMG (namely model-driven architecture, model-driven engineering, etc.). Such latter models are merely abstract syntax trees, sometimes decorated with static semantics information. They may provide a syntactic basis for the models used in formal methods, but nothing more, as the concept of dynamic semantics, so essential in formal methods, is not addressed.

Further reading:
- Wikipedia: Model-driven_architecture
- Wikipedia: Model-driven_engineering
- Wikipedia: Metamodeling
- Wikipedia: Object_Management_Group
- Wikipedia: Abstract_syntax_tree

In the context of formal methods, the term model has two distinct meanings:

- High-level models are mainly intended to humans for the purpose of describing systems. They aim at conciseness, expressiveness, readability, reusability, user-friendliness, etc.

- Low-level models are used for theoretical and computational purposes, in particular to specify the semantics of high-level models, — which are often defined by translation to lower-level models — and to be used
as data structures by verification algorithms. They aim at expressiveness, mathematical elegance, minimality, simplicity, etc. Therefore, in principle, low-level models should not be directly used by humans to specify real-life systems, because this quickly gets too verbose.

Examples of low-level models are automata and all derived forms of state-transition models (traces, trees, etc.), binary decision diagrams, Boolean equation systems, term algebras, etc.

Further reading:
- Wikipedia: Binary_decision_diagram
- Wikipedia: Term_algebra

Notice that the distinction between low- and high-level is evolving because of the continuous trend toward higher-level specification languages. Certain formalisms initially used as high-level models are now considered to be low-level; we can mention, for instance, algebraic data types and Petri nets.

Further reading:
- Wikipedia: Algebraic_data_type
- Wikipedia: Petri_net

In the remainder of Section 3.4, the models we refer to are, unless stated otherwise, high-level ones.

### 3.4.2 Programs vs models

Rather than using models, it is also possible to describe systems and components using *programs* (i.e., executable descriptions written in some *programming language* or in *pseudocode*). We give here the term “programs” a broader meaning than “software programs”, as it also encompasses hardware descriptions from which circuits can be synthesized.

Further reading:
- Wikipedia: Programming_language
- Wikipedia: Pseudocode

It is generally admitted that programs and models are two distinct concepts. We can mention two essential differences between programs and models:
• Models are, in general, more abstract than programs (see Section 3.4.6 below) with the consequence that, for a given model, there may exist several alternative programs that (correctly) implement this model.

• Conversely, there may exist several models that, eventually, will be implemented by a single program, each model describing a particular aspect of the program. For instance, there may be different models, written in different modeling languages, to express the functional and non-functional properties of a system (see Section 3.5.4 below).

• Models may express realities that will never be described in programs. For instance, a model of a distributed system may include communication channels that can lose messages and computing nodes that can crash, although no implementation of such channels and nodes will contain explicit program code intended to cause losses or crashes.

In a few particular cases, however, the notions of models and programs coincide. The differences and similarities between programs and models with respect to various criteria (such as formality, executability, etc.) will be precisely studied in the next sections. For the moment, let us assume the coexistence of programs and models as a fact of life: programs have been there since the first age of computers, and certain forms of models are now well-established in industry (e.g., with UML and the model-driven architecture/model-driven engineering approaches).

Formal methods at large can operate either on models or programs, but the algorithms and methodologies for dealing with models and programs are not the same.

One may wonder whether models are really needed, and whether verification could not be performed directly on programs — with the obvious advantage that programs are closer than models to real systems. This is indeed a tempting approach, but there are also strong arguments supporting the use of models:

• Programs (contrary to higher-level models) are often a “flattened” set of individual components and do not ambition to represent the entire system, its architecture, and its environment. By focusing on programs only, one may lack a global view of design issues.

• Programs are usually more detailed than models (see Section 3.4.6 below) and thus may be too complex for verification to be tractable. Moreover, verifying programs may require to consider low-level mechanisms specific to hardware (e.g., semantics of shared variables and locks) or operating system (e.g., synchronization and communication
primitives), which increases the overall verification complexity. Furthermore, the frequent absence of architectural/environmental information in programs makes it difficult for verification to exploit the compositional structure of the system.

- Programs are only available during the last steps of system development, whereas models can be produced during the early steps and thus can be used to detect design mistakes as soon as possible. Such mistakes can be extremely costly when discovered lately (e.g., during integration testing or, even worse, after field deployment). Detecting and avoiding such mistakes is a central goal of development methodologies in general, and formal methods in particular. This will be further detailed in Section 4.4.5.

We now review various criteria according to which models and programs can be classified and compared.

### 3.4.3 Formal vs informal models

The first criterion for assessing models is *formality*:

- A model is *formal* if it is written in a language that has a precisely-defined syntax and a formal (i.e., mathematical, self-contained, unambiguous) semantics. There are many formal modeling languages, e.g., algebraic data types, synchronous languages, process calculi, input/output automata, etc.

  Further reading:
  - Wikipedia: Abstract_data_type
  - Wikipedia: Algebraic_data_type
  - Wikipedia: Synchronous_programming_language
  - Wikipedia: Process_calculus
  - Wikipedia: I/O_Automaton

- A model is *semi-formal* if it is written in a modeling language that has a precisely-defined syntax, conveys some intuitive meaning, but has no formal semantics. This is the case when the constructs of the modeling language are defined using natural language only.

  There are many semi-formal languages, based on various computing concepts: class diagrams, data flow diagrams, decision tables, decision trees, entity relationship models, function models, object models, pseudocode, state diagrams, etc.
Absence of formal semantics usually causes diverging interpretations in the software tools (simulators, code generators, analyzers, etc.) that try to implement a semi-formal language. Typical examples are state-charts and UML, which lack an authoritative formal semantics, and for which multiple incompatible semantics have been proposed and implemented.

In certain cases, a unique reference software implementation exists, which ultimately states how language constructs should be interpreted. An example is the Promela language, the exact meaning of which can be apprehended using the SPIN model checker. However, a readable and concise formal semantics is always helpful in establishing a modeling language as a vehicle of thought.

- A model is informal if it is expressed using natural language or loose diagrams, charts, tables, etc. Informal models are particularly risk-prone because they are genuinely ambiguous, they heavily rely on human intuition, and because no software tool can analyze them objectively.
From a formal methods point of view, there is no significant difference between informal and semi-formal models, the latter being more codified but conveying a misleading impression of rigor.

Contrary to models, many of which are formal, programs are usually semi-formal, except when they are written in one of the few programming languages having a formal semantics (e.g., Standard ML or CAML).

### 3.4.4 Executable vs non-executable models

The second criterion for assessing models is *executability*. A model is said to be *executable*:

- if it can be directly executed by some language interpreter or simulated by some abstract machine (e.g., a term rewriting engine, a symbolic inference engine, etc.),

- or if it can be translated automatically into a program which, by definition, is executable (this program can be written in object code, in byte code, or in a higher-level programming language itself executable by translation).

One may distinguish between two kinds of translations: *compiling*, which uses algorithms of “reasonable” (i.e., linear or quadratic) complexity and thus can scale up to models of any size, and *synthesis*, which uses more involved algorithms of higher complexity and thus might fail when applied to large models. For instance, assembly code generation belongs to the compiling side, whereas controller synthesis, scheduler synthesis, and constraint solving belong to the synthesis side.
A model is considered to be executable even if the implementations that can be automatically generated from this model are not sufficiently efficient (in terms of speed, memory usage, energy consumption, etc.) for on-site deployment and real use. Even with insufficient performance, such prototype implementations can be used to simulate the system “in silico”, obtain user feedback, and detect design mistakes.

In principle, it is possible to have operational specifications that are not executable (usually, because they rely on mathematical notations that are far from being executable algorithmically). Typical examples of non-executable modeling languages are VDM and Z.

In practice, such languages are gradually vanishing because, contrary to executable modeling languages, they cannot be supported by software tools for simulation, verification, test case generation, etc. Indeed, the effort needed to produce operational specifications using a non-executable modeling language is not economically justified, due to the lack of automated tools.

For these reasons, it is reasonable to consider that non-executable specifications are declarative (see Section 3.5) rather than operational.

Notice that the difference between executable and non-executable languages is not always obvious, as it depends on the compiling or synthesis algorithms available to date. For instance, term rewriting specifications can be considered as executable because they can be interpreted by term rewriting engines, whereas equational specifications (which are close to term rewriting specifications, but more general) are normally considered as non-executable. However, the distinction is not fixed forever, but may change when progresses in algorithms make it possible to execute specifications so far considered as non-executable.
3.4.5 Partial vs total models

A main difference between models and programs is that models can describe systems globally. Firstly, most modeling languages enable to describe the architectures of systems, namely, the components, their composition, and their interactions — notice that architectural descriptions are also supported by concurrent programming languages, but such languages are much less used than sequential programming languages. Secondly, models can describe not only systems, but also their environments, either nominal, faulty, or hostile, while mainstream programming languages do not support the description of environmental, non-functional, and security aspects.

As mentioned in Section 2.2.1, when a system is too large, one may apply restrictions to avoid complexity issues by modeling only one or several part(s) of the system. In such case, the model is said to be partial (opposite: total or complete). These are common examples of restrictions leading to partial models:

- Certain functionalities of the system can be omitted (for instance, by modeling only the most “difficult” parts of the system, those deserving verification).

- Certain components of the system can be omitted (for instance, when the system has many identical components, by representing only a few of them).

- The environment can be modeled in a simpler way than the actual environment (for instance, by choosing stronger environment assumptions).

Obviously, restrictions should be introduced very carefully, and one should make sure that they preserve the salient features of the system under study.

3.4.6 Abstract vs concrete models

As mentioned in Section 2.2.1, when a system is too complex, one may apply abstractions to simplify the specification. Abstraction is a fundamental concept of formal methods. It consists in replacing a concrete model by an abstract model: both models describe the same system or component, but the abstract model is less detailed and hides (namely, abstracts away) a part of the complexity of the concrete model. The underlying motivation for abstraction is that verification may become possible on the abstract model even if it was intractable on the concrete model.
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Notice that the notion of abstraction in formal methods is related to the classical notion of abstraction in computer science, although it is more specific and also carries an idea of approximation with information loss.

Further reading:
- Wikipedia: Abstraction_(computer_science)
- Wikipedia: Abstraction_layer

The concept of abstraction is not reserved to models, and also applies to programs: a concrete program can be replaced by an abstract model or program. Actually, there is a continuum from abstract to concrete models, programs usually being the final, most concrete step in system development. In practice, abstractions can be applied to both a priori and a posteriori models (see Section 3.4.1). A priori models are abstract because certain design decisions have not been taken yet and will be provided later as the system development will progress. A posteriori models are abstract because one wants to focus on the key features of an existing system by forgetting about unessential details.

There are many possible abstractions that can be applied to an existing model. These are four commonly used examples:

- **Behavioral abstraction**: One may hide certain actions performed by a model if these actions are not of interest. For instance, one may wish to observe only the inputs and outputs of a model by hiding all other events, such as internal communications between the components of the system.

- **Data abstraction**: One may replace certain data types by simpler, approximated ones. For instance, the numerical value returned by a motion sensor may be replaced by a single bit value (mobile or immobile); a FIFO queue of messages may be replaced by a simple integer giving the number of messages in the queue; etc.

  The particular case where a variable is replaced by a predicate on its value is known as *Boolean abstraction*. Notice that “data abstraction” is also used with a different meaning related to the definition of types that encapsulate data implementation details.

- **Variable abstraction**: One may consider, in a (fragment of) model or program, only certain variables of interest, by erasing all other variables. This approach is known as *slicing*. One may go even further by erasing all variables to focus on the control structure only.
Further reading:

- Wikipedia: Program_slicing

- **Time abstraction**: One may remove from a model all aspects related to real time, leading to an untimed model that may be easier to analyze.

Abstraction is a major means to fight combinatorial explosion, but abstractions must be carefully chosen to ensure that abstract models preserve certain aspects of interest (e.g., presence or absence of design errors) that exist in concrete models; otherwise, the verification results may just be incorrect. In practice, skilled experts are needed for this task, as small changes in the chosen abstractions may have large impact on verification (too concrete models lead to combinatorial explosion, whereas too abstract models lead to inconclusive verification results).

### 3.4.7 Unique vs multiple models

One may wonder whether a system should be represented by one or several models. Having a unique model would certainly be the best option but, in practice, multiple models are often used, due to several reasons:

- **Domain heterogeneity**: Many systems have multidisciplinary dimensions that require combining several scientific fields into a single product. Typical examples are embedded systems, which integrate computer hardware and software, and all kinds of computer-based systems operating in the field of physics (with, e.g., acoustic, electric, electronic, hydraulic, mechanical, optical, pneumatic, or thermal features), chemistry, biology, medicine, social sciences, etc.

For such systems, one can develop two kinds of models: *homogeneous models*, which are unidisciplinary and serve to study in isolation certain aspects of the design, and *heterogeneous models* (or co-models, or mixed ones...).
3.4. Models

Models), which are multidisciplinary and enable to reason about global properties of the system under construction.

Having a unique language covering all domains at any level of abstraction is generally impossible, given the large number of possible domain combinations. One must often combine different modeling languages and develop multiple models related to different domains, which is a major scientific challenge in system design nowadays.

In particular cases, however, unification is possible between a few domains. For instance, timed and hybrid systems have been proposed as formal, multidisciplinary models consisting of two parts: a discrete one and a continuous one. The discrete part describes computer software using classical models of computation such as automata, Petri nets, guarded commands, etc. The continuous part represents aspects of the physical world, e.g., quantitative time constraints, differential equations defining signal filters or dynamic systems, etc.

Further reading:
- Wikipedia: Linear_system
- Wikipedia: Nonlinear_system
- Wikipedia: Dynamical_system
- Wikipedia: Dynamical_system_(definition)
- Wikipedia: Dynamical_systems_theory
- Wikipedia: Hybrid_system

• Language heterogeneity: Ideally, for a homogeneous system, it would desirable to have a universal modeling language sufficiently expressive to express all concerns at any abstraction level. Unfortunately, in current practice, several models are produced using different modeling languages and formalizations. There are various reasons for this:

  – Multiple concerns: For a complex system, different concerns must be expressed: correctness, performance, dependability, performability, and/or security. Quite often, multiple languages are used to model and study each concern precisely.
  
  – Division of work: Complex systems are developed in collaboration by several teams, each specialized in a particular domain and in charge of certain components. These teams may wish to use different languages and tools for the same design, based on each team’s expertise and opinion about the most appropriate manner to accomplish each specific task. For this reason, multiple models of computation with different semantics (e.g., discrete-event
systems, synchronous modules, data flow networks, etc.) can be mixed in the same system.

- **Reuse:** When a system is built from existing components, such as code libraries in software design or foreign IP (Intellectual Property) in hardware design, system designers often have to work with the models available for these components, as it would be too costly (or even impossible if the source code is unavailable or obfuscated to hide technical details) to redevelop new models using a different modeling language.

- **Abstractions and restrictions:** Even when a system can be adequately represented by a unique model, abstractions and restrictions must often be applied (at various levels) to this model in order to keep its complexity under reasonable bounds, again leading to different models. To avoid inconsistencies between multiple models, it is suitable to maintain reference models from which the restricted and/or abstracted models can be produced, in the most automated way that is possible.

So far, attempts at designing a universal modeling language have not been entirely successful. For instance, UML (and its derivatives) gathers different modeling features (e.g. use case diagrams, class diagrams, statecharts diagram, sequence diagrams, etc.) in the same language, but without clear semantic integration between these features; consequently, a system can be described with multiple views that, although expressed in the same “unified” language, are actually different models based on different concepts.

The main issue with multiple models or views is to ensure coherence between them, and to preserve carefully this coherence throughout the entire life cycle of the system, from early design to maintenance steps.

### 3.4.8 Deterministic vs nondeterministic models

The question of nondeterminism is central in formal methods. However, this term has two meanings that one should distinguish clearly:

- The first meaning of nondeterminism is related to modeling and programming languages that lack a formal semantics. Consequently, certain models or programs written in these languages can be interpreted in different ways. Such nondeterminism is introduced either implicitly (at places where the language definition remains silent) or explicitly (when the language definition states that evaluating a certain expression gives an “undefined” result or executing a certain instruction produces an “unspecified” effect).
A typical example of such nondeterminism is the evaluation order of sub-expressions in languages that permit expressions to have side effects. For instance, in the C language, this evaluation order is unspecified, so that an expression such as \((x = 0) + (x = 1)\) returns 1, but assigns either 0 or 1 to variable \(x\), at the compiler’s discretion. Although such nondeterminism may allow a C compiler to perform certain optimizations (e.g., better register allocation), it seems that the same optimizations could be achieved in a less permissive language with a formal semantics (i.e., by fixing an evaluation order from left to right, and by forbidding side effects in expressions or detecting automatically sub-expressions that have disjoint side effects).

There are other examples of such nondeterminism. For instance, in many programming languages (including C), the evaluation of an uninitialized variable, or of an array element out of bounds, returns an undefined value. Yet, such nondeterminism can easily be avoided in properly designed languages. Regarding uninitialized variables, one can either initialize all variables to default values (as Eiffel does) or reject all programs for which the compiler cannot guarantee — using sufficient conditions — that variables are assigned before used (as Java does). Regarding accesses to out-of-bounds array elements, they should normally trigger an exception (as Ada does) and an optimizing compiler can use static analysis to avoid inserting bound range checks where they are not needed.

We believe that this first form of nondeterminism has few advantages and many drawbacks, that it is archaic and unsuitable for formal methods. Notice however that formal methods (namely, static analysis) can help detecting errors in programs written in such informal languages.

- The second meaning of nondeterminism applies to modeling and programming languages that have a formal semantics. A model or program written in these languages is said to be deterministic if its executions are reproducible, i.e., the same inputs produces the same outputs. On the contrary, a model or program is said to be nondeterministic if its executions are unpredictable even when performed in identical conditions, i.e., the same inputs may produce different outputs.

Further reading:

- Wikipedia: Deterministic_algorithm
- Wikipedia: Nondeterministic_algorithm

Basically, nondeterminism means that, at certain points of its execution, a model or program will have several possible futures, whereas determinism means that there is always a unique future.
There is no doubt that deterministic languages are simpler to use and to implement than nondeterministic ones. For this reason, certain formal approaches have tried to remain in a strictly deterministic framework. This is the case, for instance, of the synchronous languages Esterel and Lustre.

However, there are strong arguments for having nondeterminism. First, nondeterminism is needed to adequately describe large classes of systems (this will be justified below). Second, even if determinism is simpler, there exist mathematically elegant semantics to handle nondeterminism; in this respect, it is worth emphasizing that nondeterminism and formal semantics are not at all incompatible notions.

In the remainder of this section, we elaborate on the second form of nondeterminism, which is the relevant one for formal methods.

We mentioned that nondeterminism is unavoidable for describing systems adequately. These are several situations where nondeterminism arises in models or programs:

- In closed specifications (see Section 3.3.2), the environment is incorporated into the specification. By nature, an environment is often nondeterministic (for instance, the reactions of a human user of the system cannot be predicted with certainty), so the specification becomes nondeterministic.

- In systems using asynchronous parallelism (see Section 3.2.3), one cannot predict the respective execution speeds of the parallel components: accurate predictions would require a global knowledge of many factors, most of which are either unknown or not observable simultaneously when computations are distributed. This situation is reflected by the introduction of nondeterminism (precisely, the so-called *interleaving semantics*) in formal models supporting asynchronous parallelism.

- There exists a class of algorithms (called *randomized algorithms*) that specifically rely on nondeterminism, which is implemented using random choices performed while executing the algorithms.

Further reading:

- Wikipedia: Randomized_algorithm

- In *a priori* models, nondeterminism can be present because certain implementation choices are deferred until subsequent design phases. In models with a formal semantics, nondeterminism is the most natural
manner to represent choices left temporarily open, and it expresses that various implementations will be acceptable in such context.

- In a *posteriori* models, nondeterminism can occur because of abstractions (see Section 3.4.6), which replace deterministic model (or program) fragments by approximate ones. For instance, if Boolean abstraction is used to represent integers as sign bits (either \(<0\) or \(\geq 0\)), then the sum of two integers having different signs must return a nondeterministic result.

A common principle underlying several of the above uses of nondeterminism is the following: even if a system is actually deterministic, it may be perceived as nondeterministic if the observer cannot (or does not want to) understand the functioning rules of the system in full detail.

To express nondeterminism properly in modeling or programming languages, one needs specific language constructs. Unfortunately, such constructs are missing from most programming languages, which provide nothing more for nondeterminism than a random number generation function. Many modeling languages, however, have built-in support for nondeterminism, which can take several forms:

- **Nondeterministic selection of values** is permitted by language constructs for choosing a value in the domain of a type (e.g., *choose some Boolean*), or in a set defined in extension by the list of its elements (e.g., *choose some color among black, red, and yellow*), or in a set defined in comprehension by a predicate (e.g., *choose some integer that is odd*).

- **Nondeterministic selection of branches** is permitted by language constructs for choosing between several instructions (e.g., *execute either this instruction or that instruction*). Such constructs are called *selection* in guarded commands and *nondeterministic choice* in process calculi. Certain languages or formalisms dedicated to performance, dependability, and performability issues also provide *probabilistic choice*, which extends nondeterministic choice by attaching to each branch its probability of being selected.

- **Nondeterministic selection of interactions** is permitted by language constructs for choosing between several concurrent processes ready to communicate (e.g., *accept a service request emitted by any client connected to the network*).

- **Nondeterministic selection of delays** is permitted by language constructs for waiting during an unspecified amount of time (e.g., *wait between one and five seconds before servicing the next request*).
How to implement nondeterminism? In a nutshell, when a model or program has several possible futures, one can either select automatically one of these futures (using a random number generator, for instance), or offer the choice between these futures and let the environment or a human user interactively decide between them. Notice that nondeterminism and random choice are different, the latter being an implementation technique for the former. Certain implementations also support backtracking, which enables to come back and revert past decisions.

Further reading:
- Wikipedia: Nondeterministic_programming

3.4.9 System observability

A crucial question for verification (but also for simulation, testing, etc.) is to specify which system information is observable, i.e., at which degree of abstraction the system can be examined.

A first approach to this question derives from the concept of interface. One distinguishes between:

- **Black-box observability**: only the information made available through system interfaces can be observed.

- **White-box observability**: all system information can be observed, possibly overriding interfaces, which requires code instrumentation and probe mechanisms to access system internals.

Further reading:
- Wikipedia: Black_box
- Wikipedia: Black-box_testing
- Wikipedia: White_box_(software_engineering)
- Wikipedia: White-box_testing

Black-box observability is sometimes too restrictive, especially when studying dependability (most interfaces do not export the required non-functional information) and security (side-channel attacks are precisely designed to bypass interfaces).

Conversely, white-box observability is difficult to achieve: accessing all internal details is often expensive (if not infeasible), and excessive instrumentation or probing perturbates the behavior of the system under study.
3.4. Models

Therefore, one may need intermediate solutions (sometimes called grey-box) between the black-box and white-box extremes, where the information available through interfaces is complemented with internal information (e.g., system components, algorithms, and/or data structures being made visible).

A second approach to the observability question is applicable to systems whose dynamic behavior can be described in terms of states and transitions, i.e., using low-level models such as automata, execution sequences (traces), execution trees, etc. For such systems, it is both natural and relevant to define observability in terms of states and/or transitions, namely by making visible or by hiding information associated with states and/or transitions:

- The distinction between visible and hidden state information corresponds to real-life situations: for instance, one can directly observe the display of a computer, but not the bits in its memory; one can easily inspect the files of a filesystem, but not the corresponding sectors on hard disk; etc.

- Similarly, the difference between visible and hidden transition information matches concrete experience: by example, one can watch the interactions of someone communicating with a computer using keyboard, mouse, and monitor, but one cannot directly see the interactions taking place inside the computer between the hardware components and the operating system; one can simply exchange with a Web site using a browser, without necessarily observing the exact contents of protocol frames exchanged with this site; etc.

Depending on the modeling or programming language, the information attached to states may include: program counter locations or local states for each system component, values of local or global variables, buffers of messages sent and not delivered yet, etc. The information attached to transitions may include: calls to subroutines, event names, channel or port names, parameters associated to subroutines or events, message contents, etc. States and/or transitions may also carry non-functional information about the system, e.g., time, constant delays, stochastic delays, probabilities, etc.

Hiding or revealing information contained in states and/or transition is a fundamental design decision for low-level models, as it strongly impacts the languages, tools, and methodologies built upon these models:

- Certain models (such as Kripke structures) have all information in states and no information on transitions. Such models are said to be state-based.

- Conversely, other models (such as labeled transition systems, input/output automata, or Markov chains) have all information on tran-
sitions and no information in states — except the possibility to distinguish one (or several) initial state(s) among the set of states. Such models are said to be action-based (or sometimes event-based).

- There are also models (such as Kripke transition systems) that combine the two approaches by attaching information to both states and transitions.

3.5 Properties

3.5.1 Definition

In Section 3.3.1, we introduced the concepts of declarative and operational specifications, and in Section 3.4, we presented models, which are the standard approach to operational specifications. In the present section, we consider properties, which are the standard approach to declarative specifications.

We define a property of a system (respectively, component, interface, model, program, or environment) to be a Boolean statement about this system. In general, a property states how the system should be designed and which features it should provide. We then define a satisfaction relation between a system and a property as a mathematical binary relation that is true if and only if the property holds for the system, i.e., if the system correctly implements the property. Formally, the meaning of a property can be seen as the set of all possible systems satisfying the property. Verification produces a Boolean answer to the question: “Does a given system satisfy a property?” and, possibly, diagnostics that answer the related question: “Why is this property not satisfied by this system?”.

Besides stating positive properties (or good properties), which specify what the system should do, one can also formulate negative properties (or bad properties), which specify what the system should not do. When verifying negative properties that happen to be true, one obtains valuable diagnostics (e.g., examples of possible security attacks) that help to correct the system.

Mathematically, it makes no difference if a system is described using a unique property or using multiple properties, because several properties can always be merged into a single one using Boolean conjunction. However, from a methodological point of view, it is preferable to have several simple properties rather than a single complex one. For this reason, the declarative specification of a system usually consists in a collection of properties. In practice, for large industrial systems, there can be thousands of properties; in such case, an appropriate infrastructure (e.g., data base) is needed for handling these properties.
Many terms related to properties can be found in the formal methods literature: assertions, constraints, invariants, etc. We will use these terms as synonyms for property (which is the most general term for declarative specifications), noticing that each of these terms expresses a particular usage of a property.

Also, in this report, we tend to equate the following terms:

\[ \text{model} = \text{operational specification} = \text{executable} \]

and:

\[ \text{property} = \text{declarative specification} = \text{non executable} \]

thus creating between models and properties a distinction that we believe to exist in most approaches based on formal methods. In some cases however, the border between models and properties is unclear; we mentioned in Section 3.4.4 that certain models are not executable; conversely, certain properties can be considered as executable. For instance, the following property \((\forall x \forall y f(x, y) = x + y)\) is executable — because it defines function \(f\) algorithmically — while the property \((\forall x \forall y f(x, y) \neq x + y)\) is not. However, despite the existence of a few exceptions to the rule, we maintain that, in general, properties are not executable, in the sense that one cannot derive automatically from them an implementation of the system. This is especially the case with negative properties that specify what a system cannot do.

Like models, properties can be developed \textit{a priori}, during the first steps of system design, to specify requirements for a system that does not exist yet, or \textit{a posteriori} to check an existing system. There exist intermediate grades between \textit{a priori} and \textit{a posteriori} approaches, as properties may be produced during the development of components (e.g., assertions inserted in program code).

Methodologies based on declarative specifications are usually well-accepted because they enable to consider one by one the numerous features required for a system under design. This is easier using declarative specifications than operational ones, because features can be specified separately using properties whereas they have to be combined and intertwined when developing models and programs. Also, properties are often more concise than the models or programs they characterize. For instance, the result of a sorting algorithm can be specified by a one-line property, while the sorting algorithm itself will require at least half a page of code.

However, declarative specifications are not free from drawbacks. First, properties for simple algorithms may be few and concise but, for real systems, many non-trivial properties are usually needed. Moreover, producing high-quality declarative specifications is difficult and expensive, as one must carefully avoid the \textit{seven sins of the specifier} [Mey85], which may affect not only specifications in natural language but, for a part, formal specifications as
well. We recall these seven sins below and briefly comment their meaning in terms of properties:

1. **Noise**: “The presence in the text of an element that does not carry information relevant to any feature of the problem” — Irrelevant properties.

2. **Silence**: “The existence of a feature of the problem that is not covered by any element of the text” — Missing properties, thus allowing certain “invalid” implementations to be accepted (mathematically, the specification is said to be incomplete).

3. **Overspecification**: “The presence in the text or an element that corresponds not to a feature of the problem but to features of a possible solution” — Superfluous properties, thus prohibiting certain “valid” implementations.

4. **Contradiction**: “The presence in the text of two or more elements that define a feature of the system in an incompatible way” — Unsatisfiable properties, for which no “valid” implementation can exist (mathematically, the specification is said to be inconsistent).

5. **Ambiguity**: “The presence in the text of an element that makes it possible to interpret a feature of the problem in at least two different ways” — Imprecise properties, thus allowing divergent implementations.

6. **Forward reference**: “The presence in the text of an element that uses features of the problem not defined until later in the text” — Properties that depend on each other; in absence of circular dependencies, forward references can always be eliminated by proper reordering of properties using topological sort; the presence of circular dependencies between properties is often a mistake, but can be appropriate in certain cases.

7. **Wishful thinking**: “The presence in the text of an element that defines a feature of the problem in such a way that a candidate solution cannot realistically be validated with respect to this feature” — Unreasonable properties that cannot be realistically implemented.

There exist alternative lists of mistakes to be avoided when producing declarative specifications. From a mathematical point of view, when considering a set of properties \( P = \{p_1, ..., p_n\} \), the most important issues are:

1. **Completeness**: is \( P \) sufficiently large to characterize only the “acceptable” system implementations that one expects? If not, which missing properties should be added to \( P \)?
2. **Consistency**: are the properties of $P$ free from self-contradiction (i.e., is it sure that $p_1 \land \ldots \land p_n \neq false$)? If not, which properties of $P$ are causing contradiction?

3. **Minimality**: are all the properties of $P$ really “useful”? Or is it possible to remove certain properties from $P$ without consequence (meaning that these properties can be logically deduced from the ones remaining in $P$)?

### 3.5.2 Attributes and queries vs properties

There are two concepts close to properties, but different enough so that one should distinguish them carefully from properties:

- **Attributes** (also called system attributes, qualities, or quality attributes) denote qualitative and/or quantitative characteristics of a system (respectively, component, interface, model, program, or environment).

  The list of relevant attributes for a given system can be long. Some attributes have been mentioned in Chapter 2 (correctness, performance, dependability, performability, security, etc.) but many other attributes can be of interest, e.g., extensibility, portability, scalability, testability, usability, etc.

  Further reading:
  - Wikipedia: Software_quality

Certain attributes are defined in terms of other attributes: they are called derived attributes. For instance, dependability is a derived attribute defined using five other attributes (availability, integrity, maintainability, reliability, and safety).

Although a few standards for system engineering vocabulary define attributes to be properties, we consider attributes to be distinct from properties, because the meaning of a property is always Boolean, whereas the meaning of an attribute is not necessarily Boolean. For instance, availability denotes a percentage of time; reliability and safety denote probabilities; etc. Consequently, a non-Boolean attribute can never be a specification, whereas a property is always a specification. However, Boolean attributes may be considered as properties if they are sufficiently well-defined and precise.
• **Queries** are a generalization of attributes. Like attributes, queries enable to assess the qualitative or quantitative characteristics of a system (respectively, component, interface, model, program, or environment). Compared to attributes, which are general characteristics relevant to many systems (so that technical vocabulary was created to name attributes), queries can be more precise and more specific to a given system (thus, there is not necessarily a technical word assigned to each query).

Queries may reference the observable elements of a system and they may return a Boolean or non-Boolean result (e.g., a number, a probability, the value of a system variable, a set of system states, a sequence of input or output events, etc.). A query that returns a numerical value is also called a *measure*.

Queries are often used in performance evaluation and performability studies. They are especially helpful for dimensioning systems and allocating resources properly. Examples of queries have already been given in Section 2.3.3; these are additional examples:

- What are the minimal, average, maximal execution times?
- How frequently can the best throughput be obtained?
- How often does the latency remain below a certain threshold?
- How many users can be served at the same time?
- What can be the maximum number of requests in a queue?

Like attributes, queries are distinct from properties because queries may return non-Boolean results and because non-Boolean queries, unlike properties, are not specifications. For instance, “What is the worst-case execution time?” is a query, whereas “Is the worst-case execution time less than one second?” is a property. In a nutshell, properties ask closed-end, qualitative questions about a system, while queries may ask open-end, quantitative questions.

The concept of query is not widely acknowledged in formal methods, but we want to stress its relevance by making two remarks:

- In model-checking verification, each temporal logic formula is used both as a property (the model checker returns true or false when evaluating the formula on a model) and as a query (the model checker can produce a *diagnostics*, i.e., a fragment of the model explaining why the formula is true or false).

- It is sometimes possible to obtain quantitative information from tools that only deliver qualitative answers: given an attribute $A(S)$ on some system $S$, certain tools (e.g., probabilistic or stochastic model checkers) do not directly provide the value $A(S)$, but can instead evaluate properties such as $(A(S) = v)$, or
\( (A(S) \in V) \), where \( v \) is a value and \( V \) a set of values; from this, the value of \( A(S) \) can be guessed (up to a certain precision) by asking a well-chosen series of Boolean questions to the tool. For instance, if the tool can only evaluate properties of the form \( (A(S) \leq v) \), one can use dichotomic search on \( v \) to guess the (exact or approximate) value of \( A(S) \).

Therefore, queries are useful, even if they can sometimes be mimicked by properties. Regarding user friendliness, asking a query is much easier than constructing a clever sequence of properties leading to the desired result. Regarding algorithmic efficiency, computing qualitative results for properties is often more efficient than computing quantitative results for queries, but invoking several times a qualitative algorithm to approximate a quantitative result may seriously degrade the performance, even if quantitative questions are optimally formulated.

Finally, in a unifying vision, Boolean queries and properties can be considered as identical, meaning that properties can be seen as particular queries. In the remainder of this section, we mainly elaborate on properties, but many of the points are also valid for (Boolean and non-Boolean) queries as well.

### 3.5.3 Formal vs informal properties

Like models (see Section 3.4.3), properties have several degrees of *formality*:

- A property is *formal* if it is written using a mathematical notation or a computer language with a precise syntax and semantics.

Formal properties may be specified using algebraic equations and/or logic formulas (i.e., predicate logic, first-order logic, higher-order logic, modal logics, temporal logics, etc.).

<table>
<thead>
<tr>
<th>Further reading:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Wikipedia: Predicate_logic</td>
</tr>
<tr>
<td>- Wikipedia: First-order_logic</td>
</tr>
<tr>
<td>- Wikipedia: Higher-order_logic</td>
</tr>
<tr>
<td>- Wikipedia: Modal_logic</td>
</tr>
<tr>
<td>- Wikipedia: Temporal_logic</td>
</tr>
<tr>
<td>- Wikipedia: Burrows-Abadi-Needham_logic</td>
</tr>
</tbody>
</table>

Formal properties can also be expressed using mathematical relations (equivalences, preorders, etc.) to compare a model under study against...
another model that is known to be correct (or incorrect). In particular, behavioral equivalences and behavioral preorders perform comparison of trace-based or automata-based models.

By specifying properties formally, one avoids the aforementioned issues of ambiguity and wishful thinking. The issue of contradiction can be addressed by automated tools that check whether the Boolean conjunction of all properties (or of a subset of them) is logically equivalent to false. However, formality is not a silver bullet and does not by itself address other issues such as noise, silence, and overspecification.

• A property is semi-formal if it is written in a computer language with a defined syntax but no formal semantics. Such a language can be textual (e.g., mathematical or logic notations mixed with statements in natural language) or graphical. For instance, simple behavioral properties can be specified as collections of execution traces describing successful and erroneous interactions between the system and its environment. Such traces are often expressed using semi-formally using notations such as message sequence charts, observers, problem diagrams, scenarios, use cases, etc.

Further reading:
- Wikipedia: Message_sequence_chart
- Wikipedia: Problem_frames_approach
- Wikipedia: State_observer
- Wikipedia: Scenario_(computing)
- Wikipedia: Sequence_diagram
- Wikipedia: Use_case
- Wikipedia: Use_Case_Diagram

Several of these semi-formal notations are supported in modeling languages such as SysML or UML, whose diagrams have names, types, attributes, textual definitions, and convey some intuitive meaning but lack a precise semantics.

Further reading:
- Wikipedia: Systems_Modeling_Language
- Wikipedia: Unified_Modeling_Language

• A property is informal if it is expressed using natural language possibly augmented with loose diagrams, charts, tables, etc.
In practice, one often uses restricted subsets of natural language in order to increase precision. Such approaches are known under different names, e.g., *structured English* [YZ80] [FMR00] [KC05], *precise natural language* [DBK03] [Hei09], or *structured natural language* [CI02]. A survey of these approaches can be found in [DDK01].

Further reading:

- Wikipedia: Structured_English

The main advantage of informal properties is that they can be examined and discussed by persons of different backgrounds and expertises — especially, by persons who are not computer scientists. Another advantage is that they force implementation decisions to be postponed, thus avoiding overspecification issues, which often occur when mixing specification and implementation concerns.

Yet, informal properties have major drawbacks, as they pave the way for (at least) three of the seven sins mentioned in Section 3.5.1: ambiguity [Ber08], contradiction, and wishful thinking. It is therefore difficult, if not impossible, to reason precisely about informal properties, even when using restricted natural language subsets.

In Section 3.5.2, we mentioned various attributes such as security, extensibility, portability, etc., to name only a few. Such attributes are useful to state general quality goals, but they are informal and cannot be directly used to assess a given system: they must be refined into a collection of more precise, possibly formal, properties that take into account the particular characteristics of the system under study.

### 3.5.4 Functional vs non-functional properties

One often distinguishes between two kinds of properties:

- According to the classical definition, *functional properties* describe what a system should accomplish, its required behavior and/or results, and its observable interactions with its environment (i.e., the inputs and outputs).

Following an alternative definition, properties of a system are said to be *functional* if they can be expressed using the elements provided by the computer language used to model or program the system.

Correctness properties (such as termination, absence of deadlock, relations between inputs and outputs, etc.) are examples of functional properties.
Further reading:

▷ Wikipedia: Functional specification
▷ Wikipedia: Functional requirement

- Classically, *non-functional properties* describe the overall qualities of a system, i.e., those aspects that are externally observable and are not directly related to functional behavior.

It is worth noticing that the exact meaning of “non-functional” is often confuse. A recent standard [ISO10] states that non-functional requirements characterize “not what the software will do but how the software will do it”, a definition that, we believe, would be more appropriate for operational specifications than declarative ones. In general, non-functional requirements are mostly defined by long lists of attributes given as examples.

According to the aforementioned alternative definition, properties are said to be *non-functional* if they refer to elements that cannot be accessed or modified using the computer language used to model or program the system.

In the literature, there are plenty of non-functional attributes and various ways to classify them. We can mention the following examples:

- **Physical requirements**: electro-magnetic emissions, lifetime, packaging, power consumption, size, thermal behavior, weight, etc.
- **Logical requirements**: adaptivity, autonomy, availability, capacity, disposability, efficiency, extendibility performance, quality, reliability, resilience, safety, security, tailorable, usability, etc.
- **Development requirements**: budget, costs, delivery, documentation, flexibility, interoperability, methodology, maintainability, portability, reusability, schedule, technology, testability, etc.
- **External requirements**: economic, legal, standards, etc.

Non-functional properties are often subjective and difficult to express formally, although some of them (e.g., availability and performance) can be quantified and evaluated objectively. Also, non-functional properties tend to contradict and conflict with each other (for instance, pairs of requirements such as extendibility and safety, or efficiency and security, are often antagonistic). However, there are two classes of non-functional properties that fit well with formal methods:

- Properties related to software code structure and metrics: number of components, size of components in lines of code, number of functions, of variables per component, etc.
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Properties related to performance, dependability, performability and security (see Sections 2.3.3, 2.3.4, and 2.3.5): response time, latency, throughput, energy consumption, memory usage, non-interference, hidden channels, etc.

Further reading:
▷ Wikipedia: Non-functional_requirement

Although the functional/non-functional terminology is standard, the distinction between functional and non-functional is often unclear, thus questioning the significance of this terminology.

For instance, absence of memory overflow is functional, whereas memory consumption is non-functional; response time is functional in a hard real time system, whereas it is non-functional in a soft real time system; security is usually considered as non-functional, but the specification of interactions (e.g., authentication, authorization, etc.) between a secure system and its candidate users is certainly functional. More generally, the distinction between functional and non-functional depends on several factors:

- The level of detail of the specifications (the more detailed a property is, the more functional it can be considered);
- The expressiveness of the modeling or programming language used (features that can be described in this language become functional);
- The capabilities of the analysis tools used (static analysis tools, given a program and a microprocessor description, can predict non-functional information such as stack usage or execution time).

Further reading:
▷ The AbsInt analysis tools – http://www.absint.de

Even for the most widely used properties, there is no consensus whether they are functional or not; in particular, the FURPS approach classifies usability, reliability, and performance as non-functional requirements. We therefore believe that the relevance of the functional/non-functional terminology should not be overemphasized.

Further reading:
▷ Wikipedia: FURPS
3.5.5 Local vs global properties

There is yet another orthogonal way of classifying properties:

- *Local properties* concern single components of a system and their meaning can be obtained by considering these components individually. Examples of local properties are assertions on the variables of a component (e.g., some variable should always remain positive) or temporal logic formulas relating the inputs and outputs of a component (e.g., any request must be answered within ten milliseconds).

- *Global properties* concern the entire system (or a large part of it) and cannot be given a meaning by only considering individual components. In practice, global properties are often more complex than a simple Boolean conjunction of local properties. For example, in sequential systems, invariants on the values of global variables (i.e., variables used and/or modified in several components) are global properties. In concurrent systems, properties related to synchronization (e.g., absence of deadlocks) or performance (e.g., real-time constraints) are, in most cases, global properties. Global properties are often related to cross-cutting concerns, i.e., programming features that cannot be encapsulated within a single component but affect many components instead.

Further reading:
- Wikipedia: Cross-cutting concern

3.5.6 Static vs dynamic properties

One may distinguish between two classes of properties:

- *Static properties* can be “easily” verified on the source code of the models or programs, namely at compile-time, using algorithms of linear or weakly polynomial complexity. Examples of static properties are: absence of type-checking errors, absence of dead code (if detectable at compile-time), guarantee that each variable is initialized before used, etc.

- *Dynamic properties* are more involved properties that can either be verified at compile time using expensive algorithms, or at run-time (i.e., by executing the model or program). A typical dynamic properties is the absence during execution of run-time errors, i.e., the absence
of arithmetic overflow, division by zero, memory access violation, stack overflow, violation of user-defined assertions, call to partial functions returning undefined results or raising exceptions, deadlocks, etc.

Further reading:
- Wikipedia: Run_time(program_lifecycle_phase)

In general, the concept of run-time error is often associated to sequential programs; however, it can be easily extended to parallel and concurrent programs (in which occurrences of deadlocks, livelocks, or unexpected message receptions can be considered as run-time errors) and to models as well (in which run-time errors can be defined as the errors that arise during the execution or simulation of the model). More generally, in parallel and concurrent systems, dynamic properties may express arbitrarily complex statements about system states (control locations and variables), transitions between states, sequences of transitions, messages sent or received, etc.

3.5.7 Generic vs specific properties

Properties can also be divided into two other classes:

- **Specific (or applicative) properties** inherently depend on the particular system under design or verification, meaning that such properties cannot be directly reused for another system. Specific properties have to be written explicitly and require a particular knowledge of the system. Examples of specific properties are numerous and diverse. For instance: some designated variable \( X \) should never get negative; some particular event \( E \) should never occur twice; a given message \( M \) should always be followed by some other message \( M' \); etc.

- **Generic properties** may apply to all systems or, at least, to large classes of systems. In principle, such properties do not need to be written explicitly: formal methods users can verify these properties without any prior effort to express them in a formal language, just by selecting them in existing lists of generic properties, or by slightly adapting them from predefined property templates.

There exist various kinds of generic properties. Regarding static properties (see Section 3.5.6), collections of generic properties have been defined, leading to the concept of **software metric**. Regarding dynamic properties (see Section 3.5.6), the absence or presence of (all or certain classes of) run-time errors is clearly a generic property; other
dynamic properties, such as termination and security properties, are often generic.

Further reading:
- Wikipedia: Software metric

In practice, for a given system, one needs both generic and specific properties. Because they can be predefined, generic properties are easier to use (no formal specification required) and can be handled more efficiently by dedicated algorithms. Specific properties bring additional flexibility (they can precisely describe the particular characteristics of the system under design) at the expense of higher complexity (formal methods users must be provided with a language to express specific properties, and general algorithms must be designed to handle properties in this language).

### 3.5.8 Abstract vs concrete properties

The distinction between generic and specific properties is mostly relevant when diverse systems or classes of systems are considered. However, when a single system is under study, one can make a finer distinction between properties:

- **Abstract properties** are related to the system itself, seen as a black box, rather than to a particular implementation of it. So doing, they do not prohibit alternative valid implementations of the system, thus avoiding the overspecification issue mentioned in Section 3.5.1. Algebraic or temporal relations between the inputs and outputs of a system are typical examples of abstract properties.

- **Concrete properties** focus on a particular implementation of the system, seen as a white or grey box, and thus cannot be reused for a different implementation of the same system. Assertions binding the variables of a particular program are concrete properties, because another program written by a different person to solve the same problem would probably not define the same set of variables — at least not the same variable names — and would have a different control flow, leading to different assertions at different places.

Obviously, the difference between abstract and concrete properties depends on what is considered to be observable in the system, i.e., on the exact definition of system interfaces.
3.5.9 One-language vs two-language properties

In some formal methods approaches (e.g., static analysis), certain properties (for instance, the absence of run-time errors) do not have to be formulated explicitly because they are generic (see Section 3.5.7). We define such approaches to be zero-language because formal methods users are not provided with a language for expressing properties.

When properties have to be written explicitly, one must decide whether these properties can be expressed in the same language as for models or programs (one-language approaches), or in a different language (two-language approaches):

- Two-language approaches reflect the difference in nature between properties, which are declarative, and models or programs, which are operational. A practical drawback of such approaches is that formal methods users have to learn and master two different languages.

  With such approaches, verifying whether a model or program satisfies a given property consists in checking a satisfaction relation (see Section 3.5.1), namely that:

  \[ \text{model or program} \models \text{property} \]

  where “\(\models\)” denotes the satisfaction relation.

  Model checking (in the case of models) and software model checking (in the case of programs) are typical examples of two-language approaches.

- One-language approaches attempt at unification by using the same language for properties as for models or programs, typically by using partial and/or abstract models as properties. Because there is a unique formalism, such approaches are usually easier to grasp by formal methods users.

  With such approaches, the aforementioned satisfaction relation:

  \[ \text{model or program} \models \text{property} \]

  gets a different form. In particular, for algebraical or logical specifications, satisfaction is replaced by standard deduction:

  \[ \text{model or program} \Rightarrow \text{property} \]

  For behavioral (i.e., trace-based or automata-based) specifications, satisfaction is replaced by comparison relations between models. One can use behavioral equivalences (such as bisimulations) to express that the model or program is, in a certain sense, equivalent to the property:

  \[ \text{model or program} \approx \text{property} \]

  One can also use behavioral preorders (such as trace inclusion or simulation preorders) to express that the model or program can only perform those executions described by the property (any other execution
being forbidden — one often says that the model or program refines the property: 

\[ \text{model or program} \sqsubseteq \text{property} \]

or that the model or program must at least perform all those executions described by the property: 

\[ \text{model or program} \sqsupseteq \text{property} \]

Program refinement, theorem proving (for algebraical and logical properties) and equivalence checking (for behavioral properties) are typical examples of one-language approaches.

Further reading:
- Wikipedia: Bisimulation
- Wikipedia: Formal_equivalence_checking
- Wikipedia: Conformance_checking

### 3.5.10 Internal vs external properties

When properties are formulated explicitly, one needs to associate them to their corresponding models or programs. In practice, there are two main ways of establishing such a correspondence:

- **Internal properties** are located within models or programs, the source code of which they are part of.

  Examples of internal properties are assertions and invariants present in models or programs, preconditions and postconditions associated with subroutines (procedures, functions, methods, etc.), constraints attached to input/output channels to specify the acceptable values of messages that can be received or sent, temporal logic formulas (e.g., in the PSL logic) inserted in hardware descriptions, etc.

  Further reading:
  - Wikipedia: Assertion_(computing)
  - Wikipedia: Property_Specification_Language

- **External properties** are kept disjoint from the source code of models or programs. Such properties are abstract (see Section 3.5.8) if they only refer to those system features made observable by the interfaces, or concrete if they bypass the interfaces to address system internals directly.
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The requirements produced during the initial design steps of a system are necessarily external properties because the system does not already exist; they can be later turned into internal properties by being reformulated and inserted into the models and programs developed for this system.

To use external properties on a large scale, one needs a database or a computer language capable of organizing and sorting collections of properties. For instance, specification languages based on algebraic data types enable to organize equations in modules, and provide means to import and reuse the equations contained in existing modules.

Notice that the distinction between internal and external properties is orthogonal to the distinction between one-language and two-language properties. In particular, internal properties can be expressed using a different language than the models or programs in which they are inserted. This is the case, for instance, with PSL temporal logic formulas present in Verilog and VHDL descriptions.
Chapter 4

Design flows and methodologies

4.1 Introduction

In the present chapter, we review methodologies for enhancing, or even guaranteeing, the quality (namely: correctness, dependability, and security) of computer-based systems. We adopt an engineering, rather than strictly scientific, point of view, in the sense that we integrate human factors and established practices. In particular, our approach is pragmatic as it aims at smoothly inserting formal methods in existing design environments rather than overturning conventional methods, which are there to remain, even with formal improvements.

Clearly, software occupies a central place in the discussion, given the cost and complexity of software design. According to [BB01, Laws 2 and 3], “current software projects spend about 40% to 50% of their effort on avoidable rework” and “about 80% of avoidable rework comes from 20% of the defects”, where “such rework consists of effort spent fixing software difficulties that could have been discovered earlier and fixed less expensively or avoided altogether”. However, most of the discussion is also valid for hardware as well, because the design of modern ASICs gets increasingly closer to software design and therefore faces similar challenges and issues.

The discussion is primarily oriented towards large safe and/or secure systems designed by one or many team(s) of professionals — in particular, scalability of proposed methodologies is a permanent concern. Yet, parts of the discussion may be applicable to smaller or less critical systems and perhaps to amateur-designed systems, although the latter often have severe design issues as stated in [BB01, Law 10]: “About 40% to 50% of user programs contain nontrivial defects”.
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This chapter first states the essential goals of quality control and quality assurance, and discusses the framework for these. It then introduces the main design life cycle concepts: design flow, design artifacts, design steps, quality steps, revision steps, etc. After presenting methodological and design principles to be taken into account, it successively reviews conventional methodologies, which do not rely on formal methods, and formal methodologies, making explicit the originality and added value of formal methods.

4.2 Quality issues

Ensuring quality is one of the major concerns behind system design methodologies. This is all the more true with life- and mission-critical systems, for which there often exist independent certification authorities in charge of quality assessment. In this section, we discuss open issues about quality and their impact on methodologies.

4.2.1 Quality goals

When building a new system, or when modifying an existing one, there are two main objectives with respect to quality:

- **Quality control**: The goal is to produce a system with a low number (possibly zero) of defects, or to detect and remove defects already present in a system.

  Further reading:
  ▶ Wikipedia: Quality_control
  ▶ Wikipedia: Software_quality
  ▶ Wikipedia: Software_quality_management

- **Quality assurance**: The goal is to demonstrate to an independent observer (e.g., a certification auditor) that all defects have been eliminated or, even if a few defects remain, that they have an extremely low probability of causing failures.

  Further reading:
  ▶ Wikipedia: Quality_assurance
  ▶ Wikipedia: Systems_assurance
  ▶ Wikipedia: Software_assurance
Although these two goals share a common motivation, they are not identical. To use a metaphor, the difference between them is similar to the difference, for an accountant, between honesty and accountability.

Both goals must also cope with the usual constraints of system development, namely the need to work as efficiently as possible, and to complete projects within time and budget.

4.2.2 Obstacles to quality measurement

With computer-based systems, unfortunately, there are major problems that render quality control and quality assurance difficult, if not impossible.

A first difficulty comes from the fact that experimental validation — which is standard practice in many engineering domains — is not always feasible for computer systems. In the case of life- or mission-critical systems, it is rarely possible to experiment with a system in its actual environment; such systems are expected to behave correctly from the moment they are deployed and must not be perturbed by validation activities after deployment. In the case of high-security systems, validation is also difficult. Certain experimental approaches are possible (e.g., vulnerability scanning, penetration testing, contests and rewards for finding successful attacks, etc.) but there is little certainty in their results. Notice, however, that it is often feasible to monitor systems while they are running in their actual environment and to collect information about their observable defects, which is a less ambitious form of experimental validation.

A second difficulty is related to the intrinsic nature of software. As mentioned in Section 1.3.1, many software verification problems are undecidable. Therefore, it is impossible to discover automatically all defects present in each software program — or in each hardware circuit designed using a high-level description language. Consequently, one cannot quantify exactly and objectively the number of defects, present or remaining. Such impossibility makes quality measurement problematic, and leaves only two options: either one demonstrates the total absence of defects, or one tries to give some estimation (e.g., an upper bound) of the number of defects. This leads to the classical controversy on (Boolean) software correctness vs (probabilistic) software dependability (or reliability), an issue already addressed in Section 2.3.6.
Both difficulties question the theoretical foundations and the practical feasibility of quality measurement. However, at the same time, it is generally admitted that the quality of systems can be substantially increased by using appropriate methodologies, and this is what the present chapter is about.

### 4.2.3 Product quality vs process quality

There have been long-standing debates on which objects should form the basis of studies for quality control and quality assurance.

A first school of thought considers that the focus should be mainly on the final product, namely the system itself, with a particular emphasis on the system’s software, which should be intensively scrutinized to establish its correctness. This approach has two merits:

- It focuses on the final result of the development and, in this sense, gives the best guarantees on the actual system and software that will be deployed on field.

- There exists well-known methods for checking the “superficial” quality of software (e.g., respect of coding standards) as well as its “deep” correctness, considering software as either a black box (e.g., functional testing) or a white box (e.g., static analysis).

However, this approach also faces a number of practical limitations:

- For systems and software of large complexity, it is difficult — and often impossible — to prove the absence of errors. Moreover, the quality of the product (e.g., the number of remaining defects) cannot be quantified precisely (see Section 4.2.2 above).

- Focusing on the source code of the final product software may enable to verify certain functional properties, but is often insufficient to address non-functional properties.

- Undertaking quality studies at the last moment (i.e., delaying them until the final product is ready and available for inspection) is unsuitable: many defects result from early design mistakes and are more costly to correct if detected late.

- Quality studies focusing exclusively on the final product may have difficulties to follow product evolutions: minor changes to a product may require such studies to be restarted from scratch.
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A second school of thought examines, instead of the final product, the development process, i.e., the methodology, steps, and care taken to build this product. This approach has several advantages:

- It does not restrict itself to the final product; in particular, the quality of software documentation and design documents is of paramount importance for maintenance, evolution, and design of future products.

- It can take into account important factors of quality (e.g., maturity of technologies, individual qualifications of developers, collective capabilities of organizations, etc.).

Yet, this approach also has drawbacks:

- It gives no absolute guarantee on the final product, because the initial goal (ensuring the quality of the final product) is replaced with an easier, related but different goal (ensuring the quality of the development process). This shift is well summarized in [Rus93]: since we cannot measure “how well we’ve done” we instead look at “how hard we tried”.

- This approach can develop “conservative” mentalities, in which the scrupulous respect of formal rules acquires more importance than the actual quality of the final product, and even bars innovative, disruptive approaches that could enhance quality.

In academia, the “product quality vs process quality” debate is not recent (see, e.g., [Rus93, Section 2.4.3 and Section 3.1 pages 115 and 117]) but is still intense (see, e.g. [Sha10] vs [BML11]).

In industry, most guidelines and standards for evaluating and certifying quality of products and organizations follow the second approach by primarily scrutinizing the development processes (see [SWD09, Section 5.1] for a discussion regarding the DO-178B framework for avionics software [RTC92]).

We believe that both approaches are complementary, and should be combined rather than being brought into conflict. As pointed out in [Rus93], “certification of quality ultimately rests on informed engineering judgment and experience”. As such, it must consider multiple sources of evidence:

1. The final product to be evaluated, including the source code of its software, but also its documentation and all documents and models developed while designing and building the product.

2. The various analyses applied to the product during its development and after its deployment on field: verification results, test results, risk analyses, usage reports, performance measurements, etc.
3. The evaluation of the development processes used for the product, as well as the qualification of organization(s) and persons who designed and built the product.

Regarding future evolutions, we agree with the recommendation of [Rus11] that “software certification should become more focused on (tool-based) examination of the actual software products (i.e., requirements, specifications, and code), and less on the processes of their development”.

Further reading:
▷ Wikipedia: Software_quality_assurance

### 4.2.4 System quality vs component quality

As discussed in Chapter 3, a system is usually made up of components. Design reuse consists in building a new system, partially or entirely, using existing components (e.g., hardware or software libraries). A key question is therefore to relate the quality of a system with the quality of its individual components.

For safety-critical systems, the emphasis is often put on the system itself: certification applies to entire systems (e.g., airplanes), not to their components considered in isolation. At first sight, this approach is reasonable because it enforces a global, system-wide vision of quality.

However, this approach may very well tolerate the existence of defective components, provided that their defects have no impact on the system’s behavior. This is a worrying possibility, even if it is restricted in practice by additional certification constraints (such as the obligation to test components over the range of their input parameters or to ensure full code coverage, which forbids the existence of dead code, etc.).

Given the growing importance of “off-the-shelf” components (such as network equipments, protocol stacks, operating systems, graphical libraries, etc.) it would be desirable to certify reusable components. Some steps have been made in this direction (e.g., [FAA04]) but the problem remains difficult.

Ensuring quality at both component and system level using a compositional (i.e., bottom-up) approach is still an open issue: assembling components that have been certified in isolation gives no guarantee on their composition, and components that worked properly for a given system may fail when reused in a different system. This will be further discussed in Sections 4.5.2 and 4.9.1.
4.3 Design flows

To go further in the study of methodologies, we introduce the concept of design flow, a term borrowed from the hardware design vocabulary, but we give this term a more general meaning encompassing all kinds of computer-based systems, not only hardware ones. This concept of flow appears — possibly under different names — in all system design methodologies, whether they use formal methods or not.

Further reading:
► Wikipedia: Product_lifecycle_management
► Wikipedia: Systems_development_life-cycle
► Wikipedia: Systems_engineering_process (dated 2012-09-20)
► Wikipedia: Design_flow_(EDA)
► Wikipedia: Software_development_process
► Wikipedia: Software_development_methodology
► Wikipedia: List_of_software_development_philosophies

A design flow for a given system gives a partial, synthetic and possibly idealized view of this system’s life cycle, focusing primarily on the development process. It expresses the various steps needed to build the system, from the initial expression of requirements to the final product, as well as the chronological evolution between these steps. It also gathers all the documents, models, programs, and properties produced during the system development. Finally, a design flow also keeps track of the efforts made (possibly in a certification context) to achieve quality goals for the system.

In a first approximation, a design flow can be represented as a directed graph; we believe however that it is more appropriate to represent it as a Petri net (a directed graph being a particular case of Petri net in which each transition has a single input place and a single output place). We call design artifacts and design steps, respectively, the places and transitions of such a Petri net (or the vertices and arcs of such a graph).

4.3.1 Design artifacts

By design artifact, we refer to any document or software object elaborated while developing a system. Design artifacts are not necessarily formal. Typical examples of design artifacts are:

- requirements about the system,
- assumptions about the environment,
- descriptions of the system architecture,
• descriptions of the system components and interfaces,
• expected properties for the system and its components,
• models and prototypes of the system and of its components,
• software programs, in source and executable code forms,
• test plans, test cases, test procedures, and test results,
• inputs and outputs of validation and verification activities,
• documentation of all kinds produced for this system.

In most design flows, the artifacts developed first are more abstract and less precise than those developed later. In particular, models are more likely to be produced during the early steps, while programs are usually built during the late steps.

Further reading:
▶ Wikipedia: Specification tree

For complex systems, design artifacts are generally expressed using multiple computer languages. Indeed, it is often convenient to have different languages reflecting the difference between properties and models, between different abstraction levels, or adapted to persons playing different roles in system development. Even for programs, several languages are often used simultaneously, some of which are used explicitly by system designers, others being automatically generated intermediate forms. Using multiple languages has practical advantages but it may affect quality by increasing design complexity and raising semantic issues at the borders between different languages.

4.3.2 Design steps

By design steps, we denote the actions performed during the development of a system to incrementally advance this development. Each design step takes as input one or several existing design artifacts and produces as output one or several new design artifacts. In principle, each design step can only be undertaken when its inputs are available.

The following list gives typical examples of design steps used when developing a system with or without formal methods. These examples are highly simplified and, depending on the accuracy of the considered methodology, each design step can be divided into smaller steps. The list is ordered chronologically, meaning that the first elements in the list correspond to the early design steps, while the last elements correspond to the late design steps (i.e., those close to the actual implementation of the system); notice, however, that these steps can be applied recursively to each subsystem of the system:
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- **Initial steps:** The design of a system usually starts with the elaboration of its top-level specifications (also called initial specifications). These include requirements (also, top-level requirements or initial requirements), which express goals and needs about the functionality, performance, dependability and/or security of the system. Assumptions about the environment are also collected and, if necessary, models of the environment are developed. Such initial steps, which are crucial for the success of the project, will be detailed in Section 4.6.2 below.

- **Specification steps:** The architecture of the system is designed and decomposition strategies (see Section 3.2.2) are used to divide the system (or parts of it) into components. The interfaces and expected properties of components are described, e.g., using property-oriented languages (see Section 3.5.3). Components that can be reused from existing systems are identified. New components are described, e.g., using model-oriented languages (see Section 3.4.3). This is an incremental process where the system gets progressively more detailed.

- **Implementation steps:** The components are developed using programming languages (for software components) and/or hardware description languages (for hardware components).

- **Integration (or composition) steps:** The components developed separately so far are assembled together (see Section 3.2.3) to form the complete system. The word “integration” is used when nothing (or not much) can be anticipated about the semantic properties (or even the well-definedness) of the assembly. The word “composition” is preferred when the assembly is well-defined and preserves certain properties of interest.

An important feature of design steps is their degree of automation:

- **Manual (or interactive) steps** are design steps whose outputs are produced by humans. Even there may exist (more or less systematic) guidelines for deriving these outputs from the inputs, such steps usually require intuition, inventiveness, and intellectual effort from system designers, and thus cannot be easily automated so far.

- **Automatic steps** are design steps whose outputs are automatically generated by software tools, possibly guided by indications and constraints provided by humans. Examples of such steps are all compiling, optimization, transformation, translation, and synthesis phases commonly found in hardware and software design (see Section 3.4.4 above and Section 4.6.5 below for concrete examples of automatic steps).
• **Semi-automatic steps** are design steps in which a software tool generates (skeletons of) models or programs that humans must then modify or complete manually. For designs that evolve frequently, such approaches may be awkward and error-prone due to the mixing between inputs and outputs inside the same design artifacts.

### 4.3.3 Defective design steps

Certain design steps may be defective and introduce problems (namely correctness bugs or security vulnerabilities) in the system under development. This may happen during manual steps if human designers make mistakes. This may happen during automatic steps if software tools contain bugs (e.g., translation or optimization algorithms may be wrong). Semi-automatic steps combine both kinds of problems.

There are many reasons for design mistakes. Some are technical (e.g., architectural or algorithmic complexity), others are organizational (e.g., personnel qualification or turnover). Potentially, mistakes can affect any component of the system and may be introduced anywhere in the design flow. In practice however, they are not uniformly distributed.

First, according to [BB01, Law 4], about 50% of the software components have defects and 20% of the components contain about 80% of the defects. This application of the Pareto principle is confirmed by many empirical studies [FO00] [OW02] [AR07] [HGP09].

Further reading:

- Wikipedia: Pareto principle

Second, numerous studies (e.g., [BMU75] [End75] [NK91] [KSH92] [CG93] [Lut93] [ER03] [HGP09] [ML09]) have pointed out that certain classes of errors pertaining to specific design steps are more frequent than others. Following this idea, various classification schemes have been proposed for software defects (see [FB98] for a survey); we mention here three well-identified classes about which consensus exists in the literature:

- **Requirement errors** occur during the initial steps of the design flow, when collecting and eliciting system requirements and environment assumptions. The reasons for requirements errors are — besides plain mistakes — those listed in the seven sins of the specifier (see Section 3.5.1), omissions of requirements being the most common in practice. Requirement errors trigger issues in the subsequent steps of the design flow and are a major source — probably, the main source —
of defects. A taxonomy based on a large bibliographic survey can be found in [WC09].

- **Interface errors** are miscommunications taking place at the boundaries between hardware and software, between system components and, more generally, between different parts of the system obeying to different logics. Typical examples of such errors [PE85, PE87] [NK91] are mismatches on message types, value ranges, global variables, file formats, communications protocols, etc. Interface errors are often caused by insufficient or flawed documentation, and poor communication between different teams.

- **Coding errors** are programming bugs resulting from human mistakes or, more often, from incorrect implementation of requirements, e.g., because of algorithmic complexity. Empirical studies of coding errors in large-scale software exist — see e.g. [LTW+06]. A comprehensive list of coding errors, together with related bibliographic references, can be found in [Râm09, Section 2.1.1].

Notice that certain errors may logically belong to several classes; for instance, concurrency bugs (such as deadlocks or race conditions) can be seen either as interface or coding errors.

### 4.3.4 Quality steps

To address the possibility of defective design steps, all methodologies complete their design flows with additional steps, which we call *quality steps*. These steps provide for the two quality goals of Section 4.2.1, namely quality control — trying to avoid the introduction of errors and to detect those already present — and, if needed, quality assurance — gathering certification evidence that demonstrates the correctness and the security of the system.

Quality steps, which are primarily a matter of checks and controls, are often referred to as *verification and validation* activities (or V&V, for short); the recent standard [ISO10] defines verification and validation as “the process of determining whether the requirements for a system or component are complete and correct, the products of each development phase fulfill the requirements or conditions imposed by the previous phase, and the final system or component complies with specified requirements”.

Traditionally, verification and validation can be defined separately, and the following distinction is made between both terms:

- **Verification** can be defined as “the process of evaluating a system or component to determine whether the products of a given development
phase satisfy the conditions imposed at the start of that phase” [IEE04, Section 3.1.36].

- **Validation** can be defined as “the process of providing evidence that the software and its associated products satisfy system requirements allocated to software at the end of each life cycle activity, solve the right problem, and satisfy intended use and user needs” [IEE04, Section 3.1.35].

In essence, verification controls design steps separately while validation checks the final system against its initial requirements. This difference is often summarized as follows: verification ensures that “the system has been built right” while validation ensures that “the right system has been built”.

Also, verification is performed during system design, while validation is performed both during system design (i.e., pre-release) and system operation (i.e., post-release). In practice, it is not always easy to distinguish between the verification activities and those validation activities performed during system design.

Further reading:
- Wikipedia: Verification and validation
- Wikipedia: Verification and validation (software)
- Wikipedia: Validation

Depending on the design flow considered, quality steps (i.e., verification and validation) may use formal methods or not. In this respect, the term “verification” can be misleading because it is often associated with formal methods (e.g., [ISO10] defines verification as a “formal proof of program correctness”); however, most design flows not based on formal methods rely on testing to perform verification.

In practice, there are many different techniques for implementing quality steps: the main ones are presented in the present chapter. Such techniques depend on the goals of quality steps and their place in the design flow; for instance, the techniques for checking initial steps and integration steps differ.

Fundamentally, a quality step is almost always a comparison between two design artifacts, e.g., comparison between a model and a (generic or specific) property, between a program and a property, between a model and a program, between two models, between two properties, etc.

As for design steps, automation of quality steps is a desirable goal, although this is not always theoretically possible and practically feasible.

Like design steps, quality steps may be defective too and, due to human mistakes or software tool flaws, produce incorrect results. They may also
fail to produce results at all (e.g., by never terminating or by exhausting memory). One usually distinguishes between two types of issues affecting quality steps:

- *False positive* (or *false reject or type I error*): a quality step incorrectly reports an error where none exists (i.e., a *false alarm* is generated about a non-existent correctness bug or security vulnerability);

- *False negative* (or *false accept or type II error*): a quality step fails to identify an existing error (i.e., a correctness bug or a security vulnerability is not discovered).

The vocabulary is sometimes confusing as certain publications on formal methods permute the definitions of "false positive" and "false negative". In the present report, however, we stick to the standard definitions.

### 4.3.5 Revision steps

With its design and quality steps, a design flow does not always progress forward; under certain circumstances, it may be forced to regress backwards, undoing steps already done and formerly considered as stable. Such circumstances occur either during system design (i.e., pre-release), e.g. when:

- quality steps detect errors,
- initial requirements or environment assumptions evolve,
- certain components are replaced by slightly different ones,

or after field deployment on the field (i.e., post-release), e.g. when:

- errors are reported and fixed (corrective maintenance),
- enhancements or functionalities are added (evolutive maintenance),
- components are reused and refactored for next-generation systems.

Further reading:
- [Wikipedia: Type_I_and_Type_II_errors](https://en.wikipedia.org/wiki/Type_I_and_Type_II_errors)
To take into account such changes, which are unavoidable, we introduce the concept of *revision steps*, which usually occur at unforeseeable places in the design flow.

The existence of revision steps gives design flows an iterative character (which appears explicitly in terms such as “design cycle” and “life cycle”) because revisions require to modify certain design artifacts resulting from prior steps; system designers must therefore go back and redo, in a different way, certain design and quality steps already completed.

When a revision step becomes necessary after a quality step — i.e., when some error has been detected while comparing two design artifacts (e.g., a model and a property) — there are different ways of solving the problem: one may modify one design artifact (e.g., the model) or the other (e.g., the property) — or even both — until the comparison succeeds. Thus, a revision step may affect early design steps (if the solution is to keep models/programs unchanged and to adapt initial requirements) and/or late design steps (if initial requirements are kept unchanged and models/programs are adapted).

The potentially disruptive effect of revision steps on quality should not be underestimated: if changes are usually meant to repair errors and enhance a system, they often introduce new errors too [CG93] [OW02]. This issue will be further discussed in Section 4.4.3 below.

### 4.4 Methodological principles

*Methodologies* (also *design methodologies* or *development methodologies*) are systematic ways of planning and organizing design steps and quality steps from the initial requirements to the final product, taking into account defective design steps and revision steps. The expected benefits of methodologies are multiple:

- producing a system that satisfies its requirements and quality goals;
- developing this system in a timely and cost-efficient manner;
- enabling maintainability and evolvability of the system on the long run.

Many methodologies have been proposed for system engineering, software engineering, and hardware engineering. Some are specific to certain companies in which they are used internally, others are international standards prescribed for defined application domains (e.g., safety-critical systems, security systems, etc.).

Methodologies can be based or not on formal methods. However, even if one can use a methodology without formal methods, methodologies are a prerequisite for using formal methods.
In spite of their differences, methodologies share common characteristics on which we want to focus, rather than enumerating the specific traits of each particular methodology. In the present section, we review five key principles that most methodologies follow or should follow.

4.4.1 Seamless design flows

A design flow is *seamless*\(^1\) if the choice of languages and formalisms used in this flow for properties, models, and programs ensures a semantics-preserving continuity between the successive design artifacts. A seamless design flow allows itself to be seen as a coherent suite of steps, in which each design artifact can be semantically related to the previous ones, and in which all properties can be traced from the initial requirements to the final product.

On the contrary, in non-seamless design flows, there are gaps and discrepancies arising from semantically incompatible languages and formalisms. This creates opportunities for errors when switching between design artifacts, prevents certain steps from being automated, and makes certification more difficult when it is required.

Seamless design flows are strongly advocated by proponents of formal methods, but conventional methodologies also recognize them as desirable too and are increasingly looking in this direction.

Ideally, seamless design flows should encompass the entire life cycle, but in today’s practice they only cover fragments of it. On the short term, one has to combine several partial methodologies during the design of a system and, on the long term, the challenge of providing a unified methodology remains.

4.4.2 Disciplined design flows

Although system design is, by essence a highly creative task, methodologies aim at making it a controlled, systematic, auditable, and repeatable process. Notice that repeatability is meant to ensure that (part of) the experience acquired while building a system can be reused for next-generation systems.

To this aim, methodologies promote *disciplined design flows* based on structured development and project management, with a particular emphasis on the following points:

- design artifacts must be extensively documented;
- design decisions must be carefully justified;
- version control/version management tools must be used;

\(^1\)The expression “seamless design flow” is taken from the hardware design vocabulary.
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- bug/issue tracking tools must be used.

Further reading:
- Wikipedia: Defect_tracking
- Wikipedia: Bug_tracking_system
- Wikipedia: Issue_tracking_system
- Wikipedia: Project_management_software
- Wikipedia: Computer-aided_software_engineering

For safety-critical systems, such provisions are required by all guidelines and standard methodologies; the more critical a system or subsystem is, the more disciplined its design flow must be.

For security-critical systems, additional measures (such as access control, personnel monitoring, security audits, etc.) must be taken to prevent fraud or subversion.

Such provisions contribute to detect errors, to ensure traceability throughout the design, to ease future revisions of the system, and to maintain hardware and software integrity. Additionally, documentation of design artifacts and justification of design decisions provide a basis to formulate properties that will be tested or verified during quality steps.

### 4.4.3 Management of changes

Disciplined design flows tend to discourage design changes that are not strongly justified. But this is not enough: a suitable methodology should also encourage design changes that are justified, and assist system designers in applying those changes.

In particular, methodologies should help to preserve, on the long run, mutual consistency between design artifacts during revision steps. To illustrate the risks of consistency losses on a simple example, let us consider a system that has been designed in two steps, using first a modeling language and then a programming language; as software bugs are found and fixed after the system is deployed on field, one should modify not only the program but also, whenever needed, the model as well; otherwise this model, if not properly updated, will soon diverge from the program, and will become certainly useless and possibly harmful to system maintenance.
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There are various ways in which methodologies can avoid or attenuate the disruptive impact of revisions steps:

- Design steps should have a fine granularity, both to reduce verification complexity and enable frequent incremental changes: indeed, small steps are easier to validate — during quality steps — and easier to undo and redo — following revision steps — than big monolithic steps. Moreover, fine granularity gives greater chances to keep certain steps unchanged in spite of revisions.

- Modularity and abstractions — namely, models using components with carefully restricted interfaces, and properties relying on black-box (rather than white- or grey-box) observability — should be favored, as they help to reduce the amount of changes caused by revisions.

- Methodologies should help to determine which steps are made obsolete by a given revision step and must be subsequently undone and redone. This determination should be (at least, partially) automated using software tools, and should be as precise as possible to avoid undoing and redoing more steps than needed.

- In addition to tracking which steps are affected by changes, methodologies should assist system designers by automatically propagating the consequences of changes whenever possible. This is obviously easier for automatic (rather than semi-automatic or manual) design and quality steps.

These principles for change management are already implemented, at least for specific phases of design flows, in various tool-supported methodologies.

Further reading:
- Wikipedia: Application_lifecycle_management
- Wikipedia: Change_control
- Wikipedia: Software_maintenance

4.4.4 Traceability of requirements

Methodologies seek to ensure, especially for life- and mission-critical systems, the traceability of requirements through the life cycle. The goal is to establish, document, and maintain correspondence links between the top-level requirements and all other lower-level design artifacts (properties, models, programs, test cases, test results, verification results, documentation, etc.)
during all design steps, possibly including execution after the system has been deployed and is in service. Traceability has a bidirectional role:

- **Forward traceability** records the consequences of each requirement on the design artifacts developed during subsequent design steps and checked during related quality steps.
- **Backward traceability** records the evolution of each requirement by documenting its origin, its chronological modifications, as well as the reasons and persons associated with such changes.

Further reading:
- Wikipedia: Traceability#Software_development
- Wikipedia: Requirements_traceability

In practice, traceability can be tedious to establish and maintain over time, especially because it must address both formal and informal design artifacts [GF94]. Also, consensus is often lacking on which information is important for traceability, as different stakeholders have different concerns about the system under design. However, when properly done, traceability may contribute to quality and long-term maintainability by helping:

1. To ensure that each requirement has been taken into account in the final product and duly checked during the quality steps;
2. To detect whether the final product implements extra-functionalities that were not mandated by the initial requirements;
3. To foresee the consequences on implementation of a change in requirements, and vice versa.

### 4.4.5 Early detection of errors

As stated before, all methodologies aim at minimizing the introduction of errors and maximizing the detection of those already present. Obviously, the detection of errors should be reliable, so as to avoid or reduce occurrences of false negatives (which threaten the quality of the system under design) and false positives (which waste the time of system designers). It is also essential to detect and remove errors as soon as possible because the cost of correcting an error increases with the time elapsed since the introduction of this error. This idea is well expressed in [Rus93]²: “It is

²We slightly rephrase his wording here, keeping the intending meaning unchanged.
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simple and cheap to insert a missed requirement that is caught during system
requirements review: it is usually equally cheap and simple to correct a
coding bug caught during unit test; but it can be ruinously expensive to
correct such a missed requirement if it is not detected until the system has
been coded and is undergoing integration test”.

Several experimental studies support this idea, e.g. [BMU75] [End75] [Fai85].
Quoting [Rus93] again: “Data presented by [Fai85, pp. 48–50] show that
it is 5 times more costly to correct a requirement fault at the design stage
than during initial requirements, 10 times more costly to correct it during
coding, 20 to 50 times more costly to correct it at acceptance testing, and
100 to 200 times more costly to correct the problem once the system is in
operation”. The latter statement is confirmed by [BB01, Law 1]: “Finding
and fixing a software problem after delivery is often 100 times more expensive
than finding and fixing it during the requirements and design phase”.

Therefore, a fundamental goal of most methodologies is to detect and correct
all kinds of errors as early as possible, thus reducing the cost of problem
resolution. This is clearly the mission of quality steps. An obvious approach
is to associate a quality step to each design step in order to eliminate (as
much as possible) all errors introduced in this design step before proceeding
to the next one, but there are other ways of organizing the design flow to
address this goal; this will be discussed in Section 4.6.1.

The effectiveness of a methodology on a given project can be monitored by
computing a **leakage rate** defined as the delay (or the number of steps in the
design flow) between the introduction and detection of errors. The better
the methodology, the lower this rate.
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Before considering methodologies in more detail, we wish to emphasize that
quality can be enhanced by adequate decisions regarding the structure and
architecture of the system under design. We thus present seven design prin-
ciples, which are “orthogonal” to any particular methodology but whose
application is, to a large extent, specific to the system under design. These
principles either try to avoid errors by addressing their root causes, or try
to handle remaining errors by containing or mitigating their effects.

4.5.1 Simplicity

The complexity of software and hardware designs is continuously increasing.
However, complexity is the source of many errors and the major obstacle
to quality. The more complex a system, the more difficult for humans to
understand it and for tools to analyze it automatically and exhaustively.
Therefore, the prime principle for good design is to strive for *simplicity* and fight complexity to keep the system as small and straightforward as possible. A first cause of complexity is the introduction of superfluous system features.

| Further reading: |
| - Wikipedia: Bullet-point_engineering |
| - Wikipedia: Feature_creep |
| - Wikipedia: Software_bloat |

But complexity may also be caused by inappropriate design decisions or programming techniques, and by involved algorithmic solutions for which system designers are lacking prior experience.

| Further reading: |
| - Wikipedia: Accidental_complexity |
| - Wikipedia: Essential_complexity |

There is quite often a tradeoff between simplicity and efficiency: the restrictions laid by certain methodologies or design guidelines in order to increase quality may have the undesirable effect of degrading performance. The loss in efficiency should be reasonable so that methodologies and guidelines remain acceptable for system designers.

### 4.5.2 Modularity and reusability

Most methodologies, either based or not on formal methods, promote the use of components (see Section 3.2) for system design. Indeed, the advantages of modularity (encapsulation, flexibility, maintainability, readability, reusability, etc.) are widely acknowledged.

| Further reading: |
| - Wikipedia: Component-based_software_engineering |
| - Wikipedia: Modular_design |
| - Wikipedia: Modular_programming |
| - Wikipedia: Information_hiding |
| - Wikipedia: Code_reuse |
| - Wikipedia: Reusability |
| - Wikipedia: Software_design_pattern |
However, component-based design is no silver bullet and faces several issues:

- In general, there is no simple, systematic approach to modularity because several possible decomposition strategies exist (see Section 3.2.2). Methodological guidelines and tool support are often lacking to assist system designers for this task.

- Designing interfaces properly is a difficult task, which requires careful decisions about which information will be hidden or exposed. The correlation between quality of interfaces and software errors has been established [CSB+10]. Needless to mention that this question is even more crucial for hardware/software interfaces.

- Reusing validated components (or algorithms) from prior systems contributes to enhancing the quality of new systems [DGPK+12]. However, such an evolutionary rather than revolutionary approach to system design is not free from risks. Major problems may arise when reusing components in a new context that no longer satisfies the (often implicit) assumptions under which these components were developed and validated. This was indeed the case with the X-31 aircraft [Dor91] [Rus93, pp. 135–136] (reuse of air data logic dating back to the mid-1960s), the Therac 25 radiotherapy engine [Lev95] (reuse of code from the Therac 6 and Therac 20), and the Ariane 5 rocket [Lio96] (reuse of code from Ariane 4).

Also, reusing commercial off-the-shelf components (e.g., processors, network equipments, operating systems, etc.) may be cheaper than developing proprietary solutions, but raises severe issues if components targeting at the mass market do not reach the levels of quality required for life- or mission-critical systems.

- Decomposing a system into components usually helps to reduce design complexity and makes quality steps easier as certain test-
ing/verification techniques take advantage of modularity by replacing complex checks at system level with smaller ones at component level.

However, component-based design is far from removing complexity entirely because the mathematical complexity of a system does not only depend on the intrinsic complexity of each component (e.g., its number of lines of code); it also depend on the number of components and the way they are composed together (e.g., their sequential, quasi-parallel, or parallel execution, their interconnections, their mutual dependencies, the possible existence of feedback loops between them, etc.).

Further reading:
- Wikipedia: Coupling_(computer_programming)
- Wikipedia: Cohesion_(computer_science)
- Wikipedia: Connascence_(computer_programming)

Complexity issues are a major concern for quality steps, in which Aristotle’s statement (“The properties of the whole are not a sum of the properties of the parts”) is fully relevant. Indeed, the fact that all components satisfy a given property does not guarantee that their composition will also satisfy this same property. Said differently, there are numerous global properties at system level (e.g., absence of deadlocks, causality, determinism, etc.) that cannot be easily inferred from local properties at component level.

In practice, it is often possible to check components individually, but the algorithmic cost of checking their composition is not necessarily linear: even with a proper decomposition, this cost can be polynomial or exponential in the size and/or complexity of individual components.

In the particular case where a global property can be deduced from local properties at a low algorithmic cost, this property is said to be compositional. Occurrences of compositionality are fortunate, yet rare.

4.5.3 Separation of concerns

Separation of concerns is an essential design principle supported by many methodologies, including component-based design. Formally, it is a functionality-based decomposition (see Section 3.2.2) that consists in separating different features (or viewpoints) of a system to address each of them in isolation.
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This principle is intensively used when designing the architecture of safe systems and secure systems (it is often referred to as “separation of safety concerns”, “separation of safety and control”, “separation of safety and non-safety”, “separation of security concerns”, etc.). Those parts of a system that are safety- or security-critical are encapsulated in a reduced number of components clearly separated from other system’s features. Naturally, such critical components should be as few and as simple as feasible.

Such separation greatly simplifies the quality steps, which can focus on critical components in full detail, whereas less critical components may receive a less demanding (thus, less expensive) examination.

For the sake of completeness, let us mention finally the existence of cross-cutting concerns that affect many parts of a system simultaneously and cannot be encapsulated nicely into components; such situations are addressed by dedicated approaches, particularly aspect-oriented programming (see Section 4.6.5).

Further reading:
- Wikipedia: Cross-cutting_concern

4.5.4 Testability and verifiability

In order to detect errors as soon as possible, the models and programs developed for the system under design should enable quality steps (e.g., testing and verification) to be performed easily. The aforementioned principles of simplicity, modularity, and separation of concerns obviously contribute to this aim, but additional specific provisions are also necessary.

A key idea is to incorporate the needs of quality steps as requirements for the design. This approach, which is used in both hardware and software design, is known as design for testing and design for verification.

As a consequence, design steps must take into account constraints originating from quality steps. For instance, certain models or programs may have to be written in a suitable form that enables automatic test generation or formal verification. Also, the system may be enriched with extra features only intended for testing or verification and not available to its final users.
Further reading:
- Wikipedia: Design_for_testing

This approach also leads to the theoretical notions of **testability** and **verifiability**, which try to estimate the probability that design errors are detected during quality steps.

Further reading:
- Wikipedia: Software_testability

### 4.5.5 Partitioning and containment

Modularity and separation of concerns help to divide a monolithic system into components during its design. But, in the final implementation of the system, it is frequent that components that were conceptually separated during the design become dependent from each other because they use common resources (e.g., they execute on the same processor or they share memory, buses, network interfaces, file systems, etc.).

Such dependencies introduced at the implementation level raise difficult problems in safety-critical systems. In particular, a critical component \( C_1 \) sharing resources with a less critical (thus, less tested and less verified) component \( C_2 \) may have its execution perturbated by \( C_2 \). For instance, errors (such as memory corruption) arising from \( C_2 \) may propagate to \( C_1 \) (see [Add91] for an example). Also, an excessive use by \( C_2 \) of shared resources (processor, bus, network, etc.) may prevent \( C_1 \) from operating normally. As a consequence, any component \( C_2 \) sharing resources with a critical component \( C_1 \) should be considered to be as critical as \( C_1 \).

The problems are somehow similar in security-critical systems. A trusted component \( C_1 \) may be attacked by another component \( C_2 \) that for doing so would exploit its dependencies with \( C_1 \).

The solution to these problems is called **partitioning**. It consists in ensuring a proper isolation between resource-sharing components, so that components that were considered to be independent during their design remain independent during their execution. In addition to enforcing modular design properties at run time, partitioning has a **containment** mission: preventing error propagation and malicious attacks. There are two main partitioning approaches:
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- **Physical partitioning** suppresses (or greatly reduces) dependencies between components by assigning them to separate (or loosely coupled) computing platforms. This is the classical approach for safety-critical systems (e.g., airplanes embedding multiple computers aboard) and security-critical systems (e.g., secure computers connected by private networks isolated from the Internet). It is very reliable, but costly in equipment and maintenance.

- **Logical partitioning** attempts at providing the same isolation guarantees as physical partitioning even when components actually share resources. This is done by enhancing the execution environment with dedicated hardware and/or software mechanisms that prevent undesirable interactions between components. There are numerous examples of logical partitioning, among which: memory management units, operating systems, real-time kernels, separation kernels, sandboxes, etc.

Further reading:
- Wikipedia: Memory_management_unit
- Wikipedia: Operating_system
- Wikipedia: Real-time_operating_system
- Wikipedia: Separation_kernel
- Wikipedia: Sandbox_(computer_security)

In many industries there is a trend towards increased integration of many features on the same circuit or computer (e.g., integrated modular avionics, system on chip, X-by-wire with bus multiplexing issues, etc.). Logical partitioning is an ambitious technological response to this trend, which is a major challenge for quality.

Further reading:
- Wikipedia: Integrated_modular_avionics
- Wikipedia: System_on_chip
- Wikipedia: Brake-by-wire
- Wikipedia: Drive-by-wire
- Wikipedia: Fly-by-wire

However, convenience has its price: the hardware and/or software mechanisms of logical partitioning must be proven correct because they are as critical as the most critical component they have to isolate. In particular, one should demonstrate that they can cope with
exceptional conditions (such as hardware faults) and that each component runs identically when executing alone or on an execution platform fully loaded with other components.

4.5.6 Redundancy and diversity

*Hardware redundancy* is a proven technique to increase the dependability of a system by replicating its hardware components that are likely to fail during system operation. This technique enables to detect and overcome standard hardware failures, whether permanent or transient.

Redundancy is not limited to hardware, but also applies to information as well; for instance, data structures may include extra bits for control checksums, and communication protocols may retransmit data packets that have been lost or corrupted by the network.

Redundancy has also been extrapolated from hardware to software, for which it is known as *software redundancy, design diversity, multi-version programming, multiple-version dissimilar software, or N-version programming* [Avi85] [Avi95]. The basic idea is to ensure the quality of a given critical component by developing several independent implementations of this component (e.g., each implementation being developed by a different company, using a different programming language and/or a different compiler) and executing these implementations simultaneously (e.g., each running in parallel on a different processor). A supervision system observes the outputs of these implementations (which may disagree if some of them are defective) and computes the “most likely” decision, for instance using majority voting.
Software redundancy is tempting because it suggests that quality could always be increased by pouring more money and manpower into a project, and that this could be done using traditional design steps only (rather than quality steps, which are more difficult and costly). Yet, this approach presents several shortcomings and risks:

- Software redundancy might mask design errors but does not fix them.
- It relies on the assumption of “ideal” specifications that enable the existence of diverse yet comparable and interoperable implementations.
- Increasing the volume of code by a multiplicative factor goes against simplicity and may weaken, rather than strengthen, the overall quality (including long-term maintainability) of the system.
- The supervision system is itself a critical component, as critical as the original component for which software redundancy was used. The supervision system should thus be simple enough to be provably correct. Unfortunately, this is not always the case in practice; for instance [Rus93, pp. 47 and 138] reports that “redundancy management is sufficiently complex and difficult that it can become the primary source of unreliability in a flight-control system”, explaining that “the redundancy management code [...] is stressed by [...] unusual combination of events” such as “component failures and exceptions of various kinds” and that “the simultaneous (and unanticipated) arrival of two or more rare events seems to be the most common cause of severe failure”.
- Software bugs are of a different nature than hardware faults, and one cannot exclude that incorrect software implementations, rather than stopping, continue their execution by sending erroneous outputs. Thus, software redundancy must cope with more complex situations (namely, Byzantine faults) than hardware redundancy, which usually deals only with fail-safe or transient faults.
- A fundamental conjecture of software redundancy is that independence of programming efforts guarantees that errors will occur independently in the multiple implementations of the same component. However, in certain experiments [KL86] [KL90] [BKL90] [ECK+91] this conjecture does not hold, as “distinct development groups working from a common specification will produce software having the same bugs” — see also the related discussion in Section 4.3.3 above.
In spite of these criticisms, software redundancy has been used for significant safety- and security-critical projects (e.g., in aerospace, railway interlocking, nuclear reactor, and electronic voting systems) [Bis95]. A crucial methodological question remains: is it better to opt for a single (thoroughly tested and verified) software implementation or for multiple software implementations with redundancy? Scientific and economic rationale for such a decision are still unclear [PSL00] [LPS00] [LPS01] but the former approach seems to be preferred nowadays.

Let us mention finally the concept of recovery blocks [RX95], which can be seen as a sequential version of software redundancy (combined with exception handling). In this approach, there are still several implementations of the same component, but they are not executed in parallel. The most efficient implementation is executed first and, if it fails, another less efficient (e.g., older) and hopefully more reliable implementation retries the computation, and so on. The essential drawback of this approach is the increase in complexity: all implementations of a component have the same level of criticality, as well as the mechanisms to detect failed computations and roll back their effects.

Further reading:
▶ Software Fault Tolerance (CMU) – Section on recovery blocks – http://www.ece.cmu.edu/~koopman/des99/sw_fault_tolerance

4.5.7 Fault tolerance and fail safety

Finally, when faults are unavoidable, various techniques can be employed to mitigate their effects in order to maintain dependability and performability:

- **Fault tolerance** (or **graceful degradation**) aims at enabling a system to continue its operation (normally, or in a moderately degraded manner) despite the occurrence of faults or failures. Fault tolerance has many facets. At the hardware level, it relies on partitioning and redundancy. At the software level is the field of **software fault tolerance** [Lyu95], which uses mechanisms such as redundancy, checkpointing, roll-back recovery, passivation, self-stabilization, etc.

Further reading:
▶ Wikipedia: Fault-tolerant_design
▶ Wikipedia: Fault-tolerant_system
▶ Wikipedia: Fault-tolerant_computer_system
• **Fail-safe design** specifically addresses safety requirements. It consists in designing the system in such a way that it will, upon occurrence of severe faults or failures, enter a particular functioning mode (called *safe mode* or *safe state*) in which the system no longer risks to cause catastrophes. There are other guidelines to be followed for fail-safe design, such as the clear separation between safety and non-safety related functionalities.

4.6 Conventional design flows

In this section, we present the essential traits of conventional methodologies for hardware, software, and system design. By using the term “conventional”, we deliberately exclude all aspects related to formal methods — formal aspects will be specifically addressed in Section 4.7. We successively review the overall organization of conventional design flows, their design steps and quality steps, and finally discuss their limitations.

4.6.1 Organization of conventional design flows

Many methodologies have been proposed and there is a rich literature about them. Although the vocabulary and definitions vary across methodologies, the underlying concepts are often the same; we therefore focus on “generic” principles common to most approaches. Methodologies usually share similar goals — developing products reliably and timely — but differ on the best way to organize design steps, quality steps, and revision steps together. We briefly mention, out of all the proposed approaches, four typical ones:

1. The *waterfall model*, which prescribes a careful attention to the early design steps, but in which revision steps are almost impossible;

---

3Here, the term “model” has a different meaning than everywhere else in this report.
2. The V model, which proposes a balanced combination of design steps, quality steps, and revision steps;

Further reading:
- Wikipedia: V-Model_(software_development)
- Wikipedia: Dual_Vee_Model

3. The iterative and spiral models, which split design flows into successive cycles with frequent revision steps;

Further reading:
- Wikipedia: Iterative_design
- Wikipedia: Iterative_and_incremental_development
- Wikipedia: Spiral_model

4. The rapid application development model (and its agile, extreme, lean, scrum, etc. variants), which are short-cycle iterative models with emphasis on (rapid) prototyping, early testing, and adaptive (rather than predetermined) planning.

Further reading:
- Wikipedia: Rapid_application_development
- Wikipedia: Continuous_design
- Wikipedia: Software_prototyping
- Wikipedia: Agile_software_development
- Wikipedia: Extreme_programming
- Wikipedia: Lean_software_development
- Wikipedia: Scrum_(development)
- Wikipedia: Feature-driven_development
- Wikipedia: Test-driven_development
The respective merits and drawbacks of these methodologies could lead to lengthy discussions. To remain in the scope of this report, we restrict ourselves to a few remarks:

- These methodologies propose an idealized vision for the entire design flow and, thus, may be too rigid in some situations; in practice, one must sometimes escape from a methodology for certain aspects of a system, or apply different methodologies to different parts of a system.

- Conventional methodologies are seeking for quality and early error detection but differ in the means to achieve these goals. For instance, the waterfall and V models recommend that a design starts by producing high-quality requirements that will remain relatively stable afterwards, whereas the iterative and rapid application development models allow for an incremental construction of requirements through frequent updates and prototype experiments.

- Methodologies must support components and, thus, have to be combined with the (somewhat orthogonal) component-based approaches for the design flow mentioned in Section 3.2.1, namely:

  - *Top-down design*: taking into account requirements and architectural constraints, the system is progressively decomposed into (recursively nested) components.
  - *Bottom-up design*: the system is built by reusing (possibly with some adaptations) components that already exist and composing them together.

Further reading:
- Wikipedia: Top-down_and_bottom-up_design#Computer_science

- To get close to the seamless design flow objective (see Section 4.4.1), conventional methodologies rely on *build automation*, which fully automates certain parts of the design flow, and *continuous integration*, which performs, as much as possible, quality steps automatically.

Further reading:
- Wikipedia: Build_automation
- Wikipedia: Continuous_integration
- Wikipedia: Multi-stage_continuous_integration
4.6.2 Conventional design steps: requirements

During the initial steps of a design flow (see Section 4.3.2), the top-level specifications of the system under design are established. These specifications include the requirements, which state what the system is expected to do and not to do, and which constraints it should satisfy. They also include environment assumptions, which express fundamental hypotheses about the environment in which the system will be deployed.

Establishing appropriate top-level specifications beforehand is of crucial importance, as these specifications, whether good or bad, will significantly impact, positively or negatively, all subsequent steps of the design flow.

Unfortunately, it is a very difficult task — more of an art than a science. Moreover, system designers are often eager to undertake the modeling and implementation tasks, and thus neglect top-level specifications. However, methodological guidelines (known as requirements engineering) exist [GW89] [KS98] [Wie03].

Methodologies identify distinct activities to be performed systematically, although not necessarily in a strictly sequential order:

- **Requirements elicitation** (also requirements capture) consists in collecting requirements from stakeholders for the system under design (e.g., customers, engineers, marketing people, etc.). This is done through interviews and meetings. Establishing good requirements requires both engineering domain knowledge and communication skills to get the right people involved, to conduct interviews and meetings effectively, to reach a common understanding of vocabulary and concepts between stakeholders, and to resolve conflicts between persons of different backgrounds and interests.

---

4Knowledge of what the system should not do is essential for safety-critical systems.
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Requirements are clearly declarative specifications rather than operational ones (see Section 3.3.1). They gather aims, constraints, expectations, goals, needs, and preferences about the system under design. They are not limited to software only and cover both functional and non-functional aspects of the system (see Section 3.5.4 for examples).

Further reading:
- Wikipedia: Requirements elicitation

- Requirements negotiation (also requirements prioritization) consists in arbitrating between conflicting requirements (taking into account criteria such as cost, safety, risk, value, etc.) and selecting which candidate requirements will be considered for the system under design.

Further reading:
- Wikipedia: Requirement prioritization

- Requirements specification (also requirements expression) consists in clarifying, structuring, and documenting the requirements in a usable manner. There exists standard recommendations for software requirements specifications [IEE98].

Further reading:
- Wikipedia: Software requirements specification

In conventional design methodologies, requirements and environment assumptions are often expressed informally, mostly in natural language or structured natural language. A survey [MFN04, Figure 5] points out that 79% of user requirements documents are written in common natural language, and 16% are written in structured natural language (e.g., templates, forms, etc.) — only 5% use a formalized language. However, (structured) natural language has drawbacks (see Section 3.5.3) and easily leads to requirements plagued by the seven sins of the specifier (see Section 3.5.1). For this reason, conventional methodologies may supplement when appropriate — especially when the system under design is complex — informal specifications in natural language with semi-formal ones, e.g., tables, diagrams, and other semi-formal notations for models (see Section 3.4.3) and properties (see Section 3.5.3).
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A standard file format named ReqIF (or RIF, for Requirements Interchange Format) exists to store requirements in a portable, vendor-neutral way [EJ12].

Further reading:

- Requirements validation (also requirements verification, requirements testing, or requirements quality control) consists in checking requirements to enhance their quality. This will be detailed in Section 4.6.6.

At a more global level, requirements management seeks to ensure a disciplined handling of requirements. Three main issues are to be addressed:

- Storage and retrieval of requirements: For large systems, there may exist thousands of requirements, together with data dictionaries and glossaries. Each requirement is assigned a unique name (e.g., an alphanumeric identifier), associations with design artifacts (e.g., use cases, scenarios, etc.), and tags (e.g., scope, priority, etc.) that can be used to classify requirements. A central issue is to organize and access large collections of requirements, keeping the correspondence between requirement names, definitions, tags, and artifacts, recording the chronological history of requirements, and storing their mutual dependencies. This is usually done using data bases and related tools.

- Management of changes: Methodologies should cope with evolutions of requirements, which are unavoidable in practice for several reasons. At some point, system designers have to stop working on requirements and proceed to the next design steps; if requirements are not perfect, they will be enhanced at a later stage. Also, certain requirements are intrinsically stable because they define the essence of a system, while others are volatile (and, thus, more likely to change) as they relate to a particular instance of a system. Finally, frequent revisions of requirements are considered as normal, and even encouraged, by certain methodologies such the iterative, spiral, and rapid application development models.

- Traceability: Methodologies should support the traceability of requirements (see Section 4.4.4) all along the design flow, with evolving requirements. This requires additional traceability-specific tasks and documents. In particular, the correspondence between requirements and design artifacts/design steps is usually kept in a traceability matrix, possibly with the help of data bases and dedicated software tools.
4.6.3 Conventional design steps: models and programs

After the initial steps devoted to requirements and environment assumptions, the next design steps usually produce architectural and detailed specifications, models, and programs for the system under design. These steps are well known, so we will not present them in detail.

For a comparison of models and programs, see Section 3.4.2. Also, is worth reminding the practice of prototyping (or rapid prototyping), which plays a central role in methodologies based on the iterative, spiral, and rapid application development models. A prototype is an early specification (using an executable modeling language) or an early implementation (using a programming language) of the system under design. Only certain parts of this system may be considered (partial model) and certain details may be ignored (abstract model). A prototype is usually built on the basis of the requirements produced during the initial steps of the design flow and may have two roles:

- When the requirements are unstable, prototyping helps to better understand the requirements by making them tangible, to detect potential defects in requirements, and to solicit stakeholders’ feedback about the future system (this is requirements validation — see Section 4.6.6).

- When the requirements are stable, prototyping enables to quickly experiment with certain design/implementation solutions and study their consequences (this is design space exploration).
After being built and analyzed, prototypes may help to design and implement the “real” system; afterwards, they are thrown away.

Further reading:
- Wikipedia: Prototype
- Wikipedia: Software prototyping

The two next Sections go further into design steps related to models and programs in conventional methodologies, focusing on aspects directly relevant to quality and, indirectly, to formal methods. Following the distinction between design steps made in Section 4.3.2, manual steps are considered first (in Section 4.6.4) and automatic steps are considered next (in Section 4.6.5).

### 4.6.4 Conventional design steps: manual steps

Manual steps are intrinsically risky because design tasks are complex and prone to human mistakes. But the risk is significantly increased when using mainstream modeling languages (e.g., UML, statecharts, etc.), hardware design (e.g., SystemC, Verilog, etc.) or software programming languages (e.g., C, C++, etc.) with constructs posing specific challenges, namely:

- Constructs whose meaning is either *imprecise* (lack of formal semantics) or *implementation-dependent* (meaning that different interpreters, simulators, translators, compilers — and even microprocessors — may interpret these constructs differently), so that unexpected errors may arise when the system is moved to a new execution platform.

- Constructs that are potentially *unsafe*, in the sense that any single part of a program may provoke a failure of the entire program, e.g., corrupting the memory or call stack.

- Constructs that are potentially *insecure*, because there is no built-in protection against misuse (e.g., systematic checks when dereferencing pointers or accessing array elements), thus leading to vulnerabilities such as buffer overflows, unchecked malicious inputs, etc.

Further reading:
To address these issues, a natural solution is to switch to better languages purposely designed to enforce safety and/or security properties. Such safe and/or secure languages usually provide a higher level of abstraction, type safety, memory safety, and, possibly, a formal semantics. By avoiding risk-prone constructs and limiting the expressiveness offered to the programmer, these languages eliminate certain classes of errors and guarantee certain properties (e.g., absence of certain run-time errors), either by making it impossible to write programs containing such errors — such programs are said to be correct-by-construction with respect to these properties — or by enabling code-checking tools to detect such errors automatically.

Notice that this is a programming-oriented instance of the classical “freedom vs security” philosophical tradeoff. The essence of safe/secure languages is to authorize only those programs that can be proven to satisfy “good” properties; other programs are rejected, either because they do not satisfy these properties, or because the compiler cannot prove easily (i.e., using sufficient conditions computable in reasonable time) that they do. In practice, such a compromise — made at the price of forbidding rightful programs — is only acceptable for programmers if the “good” properties are well-chosen and if the sufficient conditions are not overly restrictive, so that rightful programming intents can always be expressed in some way the compiler accepts.
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These principles have deeply impacted mainstream programming languages. Regarding safety: carefully-designed languages such as Ada or Eiffel solve most safety weaknesses present in C and C++; functional languages (such as ML) avoid long-standing issues related to uninitialized variables, mutable union discriminants, dangling pointers, and aliasing; synchronous languages (such as Lustre) make it impossible to write concurrent programs with deadlocks; etc. Regarding security: Java comes with a Security Manager and related concepts (e.g., application/applet control, security domains, security policies, etc.) that have no equivalent in C++.

If using safe and/or secure languages is not considered to be feasible — e.g., due to staff training or code legacy reasons — several measures can be taken to reduce the risks of using imprecise and permissive languages:

- **Best coding practices:** There exist professional guidelines and recommendations on the best way of using computer languages to avoid known causes of correctness bugs and security vulnerabilities. In particular, defensive programming insists on writing robust programs that can cope with unexpected situations: this requires, for instance, to carefully check input values and subroutine parameters, to insert assertions, preconditions, and postconditions at appropriate places in the code, to handle exceptions systematically [MO00], to use secure libraries, etc.
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- Safe and/or secure language subsets: To prohibit risk-prone constructs from a safety or security point of view, there exist restricted subsets of permissive mainstream languages (e.g., MISRA C for C and JavaCard for Java). Similarly, certification guidelines for safety-critical systems rule out potentially unsafe language features (such as nondeterminism, recursion, dynamic memory allocation, etc.) unless the correctness of programs using these features is mathematically proven — which, in practice, dissuades programmers from using these features.

Further reading:
- Wikipedia: MISRA_C
- Wikipedia: Java.Card

- Quality steps: The quality of models and programs should be carefully controlled using techniques described below; when imprecise and permissive languages are used, quality control should be even stricter.

4.6.5 Conventional design steps: automatic steps

As mentioned in Section 4.3.2, there are many kinds of automatic steps. Some are specific to hardware design:

Further reading:
- Wikipedia: Silicon_compiler
- Wikipedia: High-level_synthesis
Introduction to Logic Synthesis and Place and Route

Chapter 4. Design flows and methodologies

- Wikipedia: Logic_synthesis
- Wikipedia: Place_and_route

while others are specific to software design:

Further reading:
- Wikipedia: Preprocessor
- Wikipedia: Compiler
- Wikipedia: Optimizing_compiler
- Wikipedia: Program_optimization
- Wikipedia: Code_generation_(compiler)
- Wikipedia: Macro_(computer_science)
- Wikipedia: Template_processor
- Wikipedia: Translator_(computing)
- Wikipedia: Source-to-source_compiler
- Wikipedia: Automatic_programming

Besides these well-known automatic steps, there are two innovative approaches to code generation that are worth mentioning:

- **Aspect-oriented programming** addresses the problematic of cross-cutting concerns (see Section 4.5.3) in system design; from a unique, centralized description of a desirable property (or aspect), source code — often of repetitive nature — is generated automatically and inserted at many places, in many components of the system.

Further reading:
- Wikipedia: Aspect_(computer_programming)
- Wikipedia: Aspect-oriented_programming
- Wikipedia: Aspect-oriented_software_development
- Wikipedia: Aspect_weaver

- **Model-driven engineering** represents models of systems as decorated syntax trees, and modeling languages as abstract grammars called *metamodels*. This enables automated syntax-directed *transformations* of models and/or programs, such as code generation, code refactoring, code specialization, etc.
In principle, because they eliminate human intervention and the corollary risk of human mistakes, automatic steps are less risk-prone than manual steps. However, one should neither exclude the possibility of non-intentional errors in compilers/ translators (programmers may commit mistakes when implementing complex algorithms) nor the threat of intentional errors (malevolent programmers may introduce backdoors, Trojan horses, or other vulnerabilities [Tho84]). Quality steps should assume that automatic steps can be defective too and appropriately address this possibility.

Having presented the design steps in conventional methodologies, we now consider, in the next sections, the quality steps used in those methodologies.

### 4.6.6 Conventional quality steps: requirements validation

*Requirements validation* (also *requirements verification*, *requirements testing*, or *requirements quality control*) has two missions:

- They must ensure that the requirements produced during the initial steps (see Section 4.6.2) of the design flow accurately express the desires, intentions, and needs of the stakeholders for the system under design. The goal is to make sure that those who produced the requirements correctly understood (more often than not, guessed) the stakeholders’ expectations, taking into account that there is no higher-level system description against which the requirements could be compared.

- They must also ensure that the requirements are appropriate to be used as a basis for subsequent design steps. The goal is to catch (most of) the defects that might have been introduced in the requirements, keeping in mind that requirements are mostly informal or semi-formal in conventional methodologies.

These two missions correspond, respectively, to the *validation* and *verification* parts of V&V activities (see Section 4.3.4) for requirements. However,
most authors globally denote both missions under the single term of requirements validation, a choice that we will follow too in this report.

To be usable for the next design steps, suitable requirements should possess various qualities. A primary list of qualities expresses that requirements should be free from well-known defects, such as the seven sins of the specifier (see Section 3.5.1). Namely, requirements should be:

- **Correct**, i.e., faithfully express the stakeholders’ expectations;
- **Complete**, i.e., express all these expectations (no omission, no silence);
- **Consistent**, i.e., do not conflict with each other (no contradiction);
- **Precise**, i.e., not subject to diverging interpretations (no ambiguity);
- **Focused**, i.e., not containing irrelevant information (no noise);
- **Abstract**, i.e., not mixed with design decisions (no overspecification);
- **Feasible**, i.e., realistically implementable (no wishful thinking).

There are also secondary, yet desirable qualities. Requirements should be:

- **Well-formulated**, to be readable and understandable;
- **Well-structured**, e.g., by concerns, by functionalities, etc.;
- **Concise**, to avoid unnecessary verbosity and redundancies;
- **Conforming** to relevant standards (unless justified deviations);
- **Testable or verifiable** during subsequent quality steps.

Requirements validation is of crucial importance because errors committed during the initial steps are most difficult and costly to detect and repair later and, if not, often cause serious failures after the system is deployed.

Moreover, experimental studies indicate that requirement errors are a large (if not the largest) source of errors in system design. For instance, [KSH92], after 203 reviews of five software-intensive NASA projects, reports that “the highest density of defects was observed during requirements inspections” (1.9 defects per page in the requirements, compared to 0.6–0.9 defects per page in subsequent design artifacts); [Lut93], after analyzing the Voyager and Galileo spacecraft software, concludes that “difficulties with requirements is the key root cause of the safety-related software errors which have persisted until integration and system testing” (respectively 30% and 49% of all persistent errors in Voyager and Galileo software, and even 62% and 79% when considering safety-critical functional errors alone [Lut92, Table 3b]); [HGP09] evaluates to 33% the proportion of requirement errors for a large-scale NASA mission; the Altran-Praxis company estimates that “48% of the sources of project failure are requirements problems” and “41% of system errors are introduced during the requirements phase”\(^5\); [Rus11] states that “although no aircraft crash has been attributed to software, there have been some incidents that should raise concern: these are invariably traced to flawed requirements”.

In conventional methodologies, requirements validation is mostly empirical and, for doing so, the literature proposes multiple heterogeneous techniques, with only a few attempts (e.g., [KS06]) at unifying concepts. There are two main reasons for this: first, human communication is central in requirements validation, which solicits stakeholders’ feedback to make sure that the requirements are correct; second, when requirements are informal or semi-formal (see Section 4.6.2), the task of validating them cannot be automated; yet, it is still possible to argument and reason informally about them for enhancing their quality. These are the main techniques for validating requirements:

1. **Reviews**: requirements documents are submitted to a panel of examiners (including stakeholders) who will search for defects, usually following predefined guidelines or checklists (e.g., [Lut96] for safety-critical embedded systems). See Section 4.6.7 for details about reviews.

2. **Translation**: requirements are reformulated in another notation. For instance, informal requirements (e.g., in natural language) can be translated into semi-formal ones (e.g., diagrams). Translation usually reveals defects. Also, the translated requirements can passed for examination to other reviewers with a different background.

3. **Documentation**: based on requirements, user manuals are drafted and then proof-read (e.g., by future customers or end users). This forces to look carefully at certain requirements, but only those related to the external functionality and usability of the system.

4. **Prototyping**: to exercise the requirements, (parts of) the system can be described in an executable modeling language or a programming language (see Section 4.6.3). The resulting prototype implementation(s) can be shown to stakeholders to demonstrate in advance the future system and get early feedback about it.

5. **Testing**: for each testable requirement, one or several test cases are developed to check whether the final system will satisfy this requirement or not. Of course, traceability links between requirements and their associated test cases must be recorded. Developing test cases before the system is available is an effective way of finding requirements defects. These test cases may help explaining to stakeholders the proposed system behavior and can later be applied to the actual system or models of it. See below Sections 4.6.9 and 4.6.11 on testing.

6. **Specific analyses**: even if the requirements are not formal, one can use them as a basis to perform (mostly manually) various analyses about feasibility, correctness, dependability, security, etc. Although certain
approaches have been successful in finding requirements errors (see, e.g., [LW97] for safety analyses), they are often limited to surface-level analyses and seem to be gradually replaced by automated analyses done on formal models.

Requirements validation is a difficult task in conventional methodologies:

- During the initial steps, requirements evolve very fast. In particular, requirements validation triggers revision steps to modify requirements. Consequently, all derived artifacts produced during requirements validation (namely, translations, user manuals, prototypes, test cases, analysis results) soon become obsolete unless a continuous effort is made to keep them up to date.

- Although there are usually more defects in requirements, the detection of defects during requirements validation may be less reliable than during later steps of the design flow. For instance, [Rus93] reports that “a quick count of faults detected and eliminated during development of the space shuttle on-board software indicates that about 6 times as many faults leak through requirements analysis, than leak through the processes of code development and review”.

- There is no sensible measure of coverage that would help to quantify the progress of requirements validation.

4.6.7 Conventional quality steps: reviews

Reviews are a key technique for quality control in system design. They consist in submitting design artifacts to a committee of human examiners, who will search for defects and, optionally, suggest fixes for these defects. The rationale underlying reviews is the difficulty for design artifact authors (designers, programmers, etc.) to detect their own mistakes.

Reviews can take place in most phases of the design flow, from the initial requirements to the final product. Virtually all kinds of design artifacts prepared by humans can be reviewed, and this equally applies to artifacts produced during design steps (e.g., requirements, models, programs, etc.) and during quality steps (e.g., tests, properties to be verified, etc.). Of course, a disciplined design flow (see Section 4.4.2) must guarantee that the artifacts reviewed are exactly those used to build the final product.

Reviews have been originally studied by Michael E. Fagan [Fag76] [Fag86] [Fag99] and their principles are now standardized [IEE08]. A number of alternative terms (e.g., audit, examination, inspection, scrutiny, walkthrough) are used to designate particular forms of reviews with varying characteristics.
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such as: the status of reviewers (customers, end users, domain specialists, system designers, programmers, security experts, managers, external auditors, etc.), the degree of rigor (structured/formal or informal), the expected result (insight gained from peer discussion, or pass/fail verdict), etc.

Well-structured, effective reviews [KSH92] [GG93] [Wie01] are often conducted using questionnaires (or checklists) that state the pursued goals and enumerate precise points to be addressed. There are also entry criteria, which impose quality constraints on design artifacts to make sure that these have reached a sufficient level of maturity and readability before they are reviewed, and exit criteria that determine when the examination of design artifacts should be considered as complete, so that the next design steps can be undertaken with little risk.

Participants in structured reviews fulfill different well-defined roles (authors, readers, reviewers, moderators, secretaries, etc.); they may also have to consider the reviewed artifacts under diverse perspectives in order to detect multiple kinds of defects. In active reviews [PW87], the traditional authors/reviewers roles are reversed: authors ask questions about artifacts to the reviewers to make sure that the latter properly studied the artifacts.

Reviews take time and money in their preparation and execution (typically, 15% of project cost according to [Fag86]). However, there is a general consensus about their positive return in terms of quality, schedule, and savings, although the numbers vary from one author to another: [Fag86] indicates that reviews can find 60–90% of all defects and teach programmers to avoid mistakes in future developments; [Rus93] estimates that reviews can detect 50% of design and implementation errors, and even 70–80% when conducted with greater rigor and frequency; [BB01, Laws 6 and 7] states that “peer reviews catch 60% of the defects” and that “perspective-based reviews catch 35% more defects than nondirected reviews”; regarding return on investment, [O’N03, page 84] concludes that the savings of software inspections exceed costs by four to one.

Moreover, reviews enable to catch defects that escape other detection techniques: [SV01] reports that “60% of all issues raised in the code inspections are not problems that could have been uncovered by latter phases of testing or field usage because they have little or nothing to do with the visible execution behavior of the software; rather, they improve the maintainability of the code”; [ML09] confirms this finding, noticing that “75% of defects found during the review do not affect the visible functionality of the software; instead, these defects improved software evolvability by making it easier to understand and modify”.

However, reviews have several limitations:

---

This notion characterizes the review process and is not related to formal methods.
• They help discovering defects but give no guarantee that all defects have been found.

• The results of reviews are usually not reproducible — for this reason, [RTC92, Section 6.3] distinguishes between reviews, which “provide a qualitative assessment of correctness”, and analyses, which “provide repeatable evidence of correctness”.

• The effectiveness of reviews strongly depends on the availability, intelligence, knowledge, and tenacity of the reviewers, whose areas of expertise should be complementary.

• Reviews must be organized carefully to avoid personal conflicts that are likely to arise when a panel evaluates professional work.

Let us finally mention the pair programming approach (also paired development), in which two persons develop code together by sharing the same workstation. This approach — which is intensively used in, e.g., agile and extreme methodologies — closely integrates design steps and quality steps in order to avoid introducing mistakes or to detect them as soon as possible.
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To make reviews more effective, software tools have been developed, which partly automate the task of human reviewers. Of course, automated reviews are only possible for design artifacts that are under machine-processable form (e.g., programs and models rather than informal requirements in natural language). These tools can be used before reviews to enforce entry criteria, i.e., to ensure that the artifacts are of sufficient quality to be reviewed (see Section 4.6.7). But these tools can also be used independently from reviews: to this aim, they are increasingly part of compilers, development tools, and integrated development environments, so that designers and programmers can use them routinely.

Most of these tools implement techniques collectively referred to static analysis, the common principle of which being to study design artifacts (usually software programs, sometimes hardware circuits) without actually executing them. Static analysis tools play various roles in conventional methodologies:

- They can enforce traceability constraints, e.g., by checking whether each initial requirement is duly handled in later models and programs.
- They control compliance with best coding practices/coding standards. This is done by checking simple, factual properties such as:
  - Is every function of the program less than 60-line long?
  - Does each type identifier start with an upper-case letter?
  - Are there implicit conversions between integers of different sizes? for which there is a clear yes/no verdict and that can be easily verified at the level of program syntax or static semantics (variable binding, type checking, etc.).

Further reading:
- Wikipedia: Automated_code_review
- Wikipedia: Integrated_development_environment
- Wikipedia: Programming_tool

Further reading:
- Wikipedia: Syntactic_methods
- Wikipedia: Programming_language#Static_semantics

- They help detecting potential defects by checking more involved static properties (see Section 3.5.6) about the correctness, dependability, or
security of design artifacts. Most of these properties are generic (see Section 3.5.7), i.e., they are not directly derived from the initial requirements and should be relevant to most programs, e.g.:

- Does the program contain dead code?
- Are some variables read before being initialized?
- Does a function return a pointer to stack-allocated storage?

Other properties may be specific, i.e., based on user-defined rules, for instance to scan for special kinds of mistakes discovered during reviews, or to check the proper usage of (public or private) application programming interfaces, e.g.:

- Can a file descriptor be closed twice?
- Is a socket used before being connected?
- Are interrupt flags restored without having been saved?

Because many of these properties are undecidable, static analysis tools cannot always produce exact verdicts. Instead, they give approximate answers (usually, warnings) with an inherent risk of false negatives (undetected mistakes) and/or false positives (spurious warnings).

In conventional methodologies, static analyses usually rely on (intraprocedural or interprocedural) control-flow and data-flow analyses performed on the abstract syntax trees or control flow graphs built from programs. Considering the example of the C programming language, static analyses have been initially implemented in dedicated checkers, such as Lint [Joh78], LCLint [EGHT94], Metal [ECCH00], PREfast and PREfix [LBD+04]. Modern C compilers gradually incorporate some of these analyses, so that they can be used systematically.

---

**Further reading:**

- Wikipedia: Control_flow_graph
- Wikipedia: Dependency_graph
- Wikipedia: Control_flow_analysis
- Wikipedia: Data-flow_analysis
- Wikipedia: Lint_(software)
- Wikipedia: Design_rule_checking

---

Static analyses can also be used to warn about potential security vulnerabilities. For instance, the Splint checker [EL02] detects in C programs vulnerability-prone situations such as potential buffer overflows, violations of information hiding, dangerous pointer aliasing, etc. Similar tools are being developed for checking Web applications.
• Static analyses may also compute numerical (rather than Boolean) values from design artifacts. This is the highly prolific and controversial field of software metrics, some ideas of which are also applicable to hardware and systems as well.

In their most primitive form, software metrics attempt at quantifying design/program complexity (software sizing problem). In general, complexity cannot be reduced to a scalar number because there are multi-dimensional sources of complexity; yet, this can easily be remedied by using several complexity measures instead of a single one. For doing so, various complexity definitions have been proposed.

Certain approaches — which really belong to static analysis — focus on the source code of programs to compute various complexity measures, from simply counting the number of lines of code to involved formulas based on control-flow and/or data-flow structure. These definitions are usually guided by the common sense and some of them have a truly concrete meaning, such as cyclomatic complexity, which gives an upper bound on the effort required for testing all branches of a program.

Other approaches operate on higher-level design artifacts than programs and compute software complexity measures based on the functional requirements of a system. The key concept is that of function
points [Alb79, Jon94], which express complexity in the number of functional processes, events, inputs/outputs, read/write to persistent data, etc. that can be observed by an external user of the system. Variants have been proposed, leading to five ISO international standards promoted by several professional associations. By analyzing requirements, such approaches try to compute “the size of the problem” (independently of any implementation technology) whereas the approaches analyzing programs rather compute “the size of a solution”.

Further reading:
- Wikipedia: Software sizing
- Wikipedia: Function point
- Wikipedia: Use Case Points
- Wikipedia: COSMIC software sizing
- International Software Benchmarking Standards Group – http://www.isbsg.org
- International Function Point Users Group – http://www.ifpug.org
- The Netherlands Software Metrics Association – http://www.nesma.nl/sectie/home
- Software Benchmarking Organization – http://www.sw-benchmarking.org
- United Kingdom Software Metrics Association – http://www.uksma.co.uk

Computing fine software metrics is an acceptable activity, but scientific questions arise each time a metric result is extrapolated to be given an “external” meaning different from what the metric definition actually states. This occurs frequently, as proponents of software metrics seem eager to find applications, which we can classify in two groups:

- **Resources**: Software metrics, combined with various other parameters and statistical data collected from past software projects, are often advocated as a means to predict the expected size of a software implementation from its requirements, as well as the effort, duration, and cost needed to develop this implementation (software estimation problem). Their use is also suggested for estimating projects progress, developers’ productivity, software maintainability, and similar goals out of the scope of this report.
Further reading:

- Wikipedia: Software_development_effort_estimation
- Wikipedia: Cost_estimation_in_software_engineering
- Wikipedia: Software_parametric_models
- Wikipedia: Putnam_model
- Wikipedia: COCOMO
- Wikipedia: COSYSMO
- Wikipedia: SEER-SEM

Quality: There are also claims that software metrics can measure software correctness, dependability or security, for instance by estimating the number of correctness bugs or security issues present in a software program (fault density or fault prediction problem). This is compatible with the intuitive idea that complexity has an adverse impact on quality (see Section 4.5.1).

However, such claims are not scientifically well founded. First, software metrics cannot bring a general solution to a problem that is theoretically undecidable. Second, the heuristic rules encoded by metric definitions do not correspond to standard correctness, dependability, or security properties. Third, certain experimental validation studies (e.g., [OWB05] [GWV08]) report a correlation between predicted and actual errors on large software examples, but other studies point out: the absence of any correlation (e.g., [BP84] [FO00]), the fact that various metrics provide diverging quality estimations for the same software [LGL10], and the fact that various commercial tools implement the same metrics in incompatible ways [LLL08].

Further reading:

- Wikipedia: Cyclomatic_complexity#Correlation_to_number_of_defects

When comparing software metrics with static analysis, it is worth noticing that metrics neither indicate the exact location of errors in code modules or routines, nor guarantee the absence of errors. Also, the usual software metrics computation algorithms are far more rudimentary than the sophisticated static analysis algorithms: giving precise information to developers seems to be more involved than producing statistics for managers. This suggests that better software quality metrics could be obtained by simply counting the warnings of state-of-the-art static analyzers.
To conclude, static analyses — with the possible exception of software metrics — enhance quality by quickly finding errors or vulnerabilities that might have stayed undetected otherwise. For instance, [LBD+04] reports that Microsoft’s PREfast and PREfix tools revealed a significant proportion (12.5%) of the bugs fixed in Windows Server 2003.

However, conventional static analysis tools have two limitations. First, they only check for certain classes of errors, possibly omitting errors in these classes as well as other kinds of mistakes. Second, they usually generate false positives that need to be processed manually, possibly with the help of error-filtering tools. To overcome these limitations, analyses of a greater algorithmic complexity and based on formal methods are required.

Further reading:
▷ Wikipedia: Static_program_analysis

4.6.9 Conventional quality steps: dynamic analyses

Contrary to static analyses, which attempt at finding errors in design artifacts without executing them, dynamic analyses rely on the actual execution of design artifacts. These artifacts may be either virtual (i.e., models or prototypes) or real (i.e., software programs or hardware circuits); they may represent the entire system or only some of its components. Their execution is carefully observed to check for dynamic properties (see Section 3.5.6), especially to detect anomalies such as unexpected or invalid outputs, run-time errors, and violations of design requirements or environment assumptions.

Further reading:
▷ Wikipedia: Run_time_(program_lifecycle_phase)
▷ Wikipedia: Dynamic_program_analysis

There are two (non mutually exclusive) main observation techniques:

- *Action-based* (or *event-based*) observation: the inputs and outputs of the design artifact are examined, possibly together with other events (interrupts, exceptions, real-time clocks, etc.) to check whether certain external properties hold (e.g., absence of undesirable events, correct ordering of events specified by an observer automaton, etc.).

- *State-based* observation: the memory of the design artifact is scrutinized to check for internal properties. This can be done using *assertions* inserted in the code or using *probes*, which enable variables to
be read and, possibly, modified during execution (modifying variables may be useful, e.g., to place the system into a given state).

Further reading:
▷ Wikipedia: Assertion_(computing)
▷ Wikipedia: Instrumentation_(computer_programming)

One distinguishes between four different forms of dynamic analysis:

1. \textit{Simulation} refers to the dynamic analysis of design artifacts. The term\textit{animation} is also used as a synonym for simulation. The term \textit{co-simulation} is used when simulating heterogeneous models (e.g., systems combining hardware and software), possibly using several simulators; the notion of co-simulation will be further detailed in Section 4.6.10 below.

Further reading:
▷ Wikipedia: Computer_simulation
▷ Wikipedia: Model-based_design
▷ Wikipedia: Simulation#Computer_simulation

2. \textit{Testing} refers to the dynamic analysis of design artifacts, before the system is deployed.

Further reading:
▷ Wikipedia: Dynamic_testing
▷ Wikipedia: Software_testing
▷ Wikipedia: System_testing

Halfway between simulation and testing is \textit{model-based testing}, which uses a virtual design artifact as a basis for testing a real design artifact.

Further reading:
▷ Wikipedia: Model-based_testing

3. \textit{Run-time analysis} refers to the dynamic analysis of design artifacts, after the system is deployed, and during its execution.
The terms run-time checking, run-time monitoring, run-time testing, run-time validation, and run-time verification are often used as synonyms for run-time analysis. Also, the term “on-line” is sometimes used in place of “run-time”.

Further reading:
- Wikipedia: Runtime_verification

4. Log analysis refers to the dynamic analysis of real design artifacts, after the system is deployed, and after its execution.

The terms log checking, log monitoring, log validation, and log verification are used as synonyms for log analysis. Also, the terms “log file”, “off-line”, and “trace” are sometimes used in place of “log”.

Further reading:
- Wikipedia: Log_analysis
- Wikipedia: Computer_data_logging
- Wikipedia: Log_management_and_intelligence
- Wikipedia: Tracing_(software)

The dynamic execution of design artifacts can seen as deterministic or not:

- Artifacts with a sequential, quasi-parallel, or synchronous execution flow are usually deterministic, so that known inputs entirely decide which execution path will be taken. The execution of such an artifact can thus be represented by a (possibly infinite) trace.

- Artifacts with an asynchronous execution flow are often nondeterministic, so that, even with known inputs, one cannot predict which execution path will be taken because each state may have several alternative futures, depending on the relative execution speeds of concurrent processes. The execution of such an artifact can thus be represented by a (possibly infinite) tree — or even a general graph — or by a (possibly infinite) set of traces.

The four forms of dynamic analysis differ by the degrees of freedom allowed during execution and, consequently, by the corresponding semantic models. With run-time analysis and trace analysis, each execution is always a trace, as the inputs are entirely determined by the system environment and, even
if the system is concurrent, the existence of universal time imposes a total order on the events observed during a given execution.

With simulation and testing, the situation is different. The inputs are freely chosen by the human operators in charge of the execution platform for simulation or testing (in practice, the inputs are often generated automatically by programs developed by these operators). Also, if permitted by the platform, the operators may control other sources of nondeterminism, such as timers, random number generators, or concurrent process schedulers. Therefore, when a state has several possible futures, the operator has some (partial or total) flexibility of deciding which future will be explored. Such flexibility has important implications:

- It enables diverse forms of simulation, depending on two orthogonal criteria: the way of choosing between alternative futures, and the possibility of storing certain previously visited states to perform backtracking (see [Gar98] for a discussion). Usual forms of simulation are:

  - Interactive (or step-by-step) simulation: the futures to be explored are manually selected by a human operator, who provides inputs and observes outputs. Additional features are often available, such as backtracking to states in the past, or directly jumping to certain states of interest. Inputs can also be given in batch mode, e.g., in a file containing a predefined sequence of inputs.
  
  - Random simulation: the futures to be explored are automatically selected using a pseudo-random decision-making method. This form of simulation is often used for probabilistic analyses.

Further reading:
- Wikipedia: Random_walk
- Wikipedia: Branching_random_walk
- Wikipedia: Monte_Carlo_method

- Guided (or goal-oriented) simulation: the futures to be explored are automatically selected according to some high-level strategy specified by the operator (e.g., following a given scenario pattern, searching for certain events of interest, etc.).

- It also enables diverse forms of testing, which are quite symmetric to the aforementioned forms of simulation, with some differences due to the fact that testing deals with real design artifacts (e.g., circuits or programs, or components of them), whereas simulation deals with models. In particular, testing usually gives little freedom to store and jump back to previously visited states; unless some checkpointing
mechanism is available, one must often reset the design artifact to its initial state and re-execute the beginning of the previous scenario. Usual forms of testing are:

- Symmetric to interactive simulation is directed testing, in which a human operator or a computer program selects well-chosen inputs to purposely exercise specific behaviors of the design artifact under test. In this respect, program debugging can be considered as a sub-case of manual testing.

Further reading:
- Wikipedia: Error_guessing
- Wikipedia: Happy_path
- Wikipedia: Debugger

- Symmetric to random simulation is random testing in which the behavior to be exercised is automatically determined by randomly varying the inputs and, possibly, other sources of nondeterminism as well.

- Symmetric to guided simulation, there are combined approaches in which the behavior to be exercised is automatically or semi-automatically determined on the basis of high-level goals defined by the human operator.

Directed, random, and combined testing in conventional methodologies will be further discussed in Section 4.6.11 below.

When the design artifact under analysis is complex enough, the data value domains and the number of execution paths are often huge or even infinite; for instance, the number of paths may grow exponentially in the number of successive “if-then-else” conditionals. It is therefore infeasible to enumerate all possible inputs, and only a finite (reasonably small) number of execution paths can be simulated, tested, or executed.

Therefore, one must identify clever exploration strategies that give confidence in quality steps performed using dynamic analyses. More precisely, when simulating or testing a design artifact using a test suite, i.e., a finite collection of individual tests (also called test cases — each of which being a finite-length sequence of inputs together with the expected outputs), two questions arise:

- Test effectiveness: Which proportion of faults potentially present in the design artifact can actually be detected by this test suite? This question is about the quality of the dynamic analysis.
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- **Test adequacy (or completeness)**: Is this test suite large enough (one needs a *stopping rule* to know when the design artifact has been “sufficiently” simulated or tested) and not too large (given that superfluous tests cost time and money)? This question is about the *quantity* of the dynamic analysis.

Both questions are, to a large part, dual: should an exact measurement of effectiveness exist, then one could quantify adequacy on precise grounds. They are also antagonistic: reducing the volume of testing may very well degrade its fault-finding capabilities. Related issues are *test reduction* (can one decrease the size of an existing test suite, still preserving its effectiveness?) and *test selection* (how to avoid redundancies when building test suites, by making sure that each test addresses a different class of faults?).

In practice, these questions receive only approximate answers based on the concept of *test criteria* (or *test adequacy criteria*, or *test selection criteria*) [GG75, GG77] [Gou83] [ZHM97], which attempt at quantifying how well a test suite exercises a design artifact. Many test criteria have been proposed (see [ZHM97] for a survey), among which we highlight the main ones:

1. **Input coverage** (or *domain coverage*, or *input data coverage*, or *input domain coverage*) tries to assess how exhaustively the data value domains of inputs have been exercised. In principle, exhaustivity is desirable but may be impossible in practice if these domains are infinite or too large. In such case, various heuristics can be used to select finite, small enough subsets of these domains.

   In particular, *input partitioning* (or *domain testing*, or *equivalence partitioning*, or *partition testing*) [WO80] [WC80] (see [ZHM97] for a survey) attempts at dividing data value domains into subdomains, each subdomain gathering values that will be handled “similarly” in the design artifact under analysis. In each subdomain, one or a few representative values are selected and used for the dynamic analysis.

   Further reading:
   - Wikipedia: All-pairs_testing
   - Wikipedia: Equivalence_partitioning
   - Wikipedia: Orthogonal_array_testing

2. **Functional coverage** tries to measure how thoroughly a design artifact under analysis is checked against its specifications. In conventional methodologies, specifications are often informal and, thus, it is not always easy to precisely define what these functional specifications are
and how they can be exhaustively covered: definition of functional coverage is often specific to each particular system considered.

In essence, functional coverage measures the proportion that has been dynamically analyzed of the “total functionality” that the design artifact under analysis is supposed to implement. This total functionality can be expressed, e.g., in the number of features listed in the documentation of the design artifact, or in the number of initial requirements for this artifact (requirements coverage), or, for a particular component, in the number of externally observable properties or assertions that the component is expected to satisfy. Full functional coverage means that each feature, requirement, property, assertion, etc. has been duly exercised using dynamic analysis.

In principle, functional coverage considers the design artifact under analysis as a black box, i.e., as an opaque component that can be accessed only through its interface and whose internal code is not available. Measure of coverage is thus based only on external specifications, without regard to the internal details of the design artifact.

Functional coverage is a crucial metric to ensure the compliance of a design artifact with its specifications. Increasing functional coverage is likely to reveal more functionality defects. Yet, because functional coverage is a black-box approach, it cannot detect certain internal issues in the design artifact under analysis; for instance, functional coverage does not reveal if a design artifact contains dead code or implements unintended functionality not stated in the specifications.

Further reading:
- Wikipedia: Functional_testing
- Wikipedia: Black-box_testing

3. *Structural coverage* tries to quantify how much the code of a design artifact is exercised during a dynamic analysis, the underlying idea being to compute a static approximation on the code structure of the proportion of dynamically explored (and unexplored) behavior. This requires that the code of the design artifact is available, and that information can gathered during the dynamic analysis (using, e.g., code instrumentation or monitoring) to determine which parts of the source code have been simulated, tested, or executed.

Structural coverage can be considered as either a black-box or white-box approach, depending on both the nature of the design artifact and on the kind of dynamic analysis considered:
– If the design artifact is a model and if the dynamic analysis is simulation: the corresponding structural coverage is a white-box approach (usually referred to as model coverage).

– If the design artifact is an implementation (e.g., a program or circuit) and if the dynamic analysis is testing, run-time or log analysis: the corresponding structural coverage is also a white-box approach (usually referred to as code coverage, program coverage, etc.). Notice that, in the case of a software design artifact, the code used as a basis for structural coverage can be source code, byte code, or executable code — the latter giving the best guarantees as it is the latest artifact in the design flow.

– If the design artifact is a model and if the dynamic analysis is testing, run-time or log analysis: this is the case of model-based testing, where a model $M$ is used as a basis for testing an implementation $I$. The corresponding structural coverage is a black-box approach (usually referred to as model coverage), in which $M$ serves as an operational specification for $I$ — the dual case of declarative specifications being addressed by functional coverage.

Further reading:
▷ Wikipedia: White_box_(software_engineering)
▷ Wikipedia: White-box_testing

In conventional methodologies, structural coverage is easier to precisely define than functional coverage. Various approaches have been proposed, in which structural coverage is expressed in terms of source code elements (subroutines, instructions, branches, etc.) of the model, circuit, or program under analysis. For instance, the DO-178B standard [RTC92] for avionics software mandates statement coverage at level C, decision coverage at level B, and modified condition/decision coverage (or MC/DC) [CM94] [Chi01] at (the most demanding) level A.

Refined definitions of structural coverage also consider those variables that play a role in encoding the control structure (e.g., Boolean conditions, automata states, etc.) and watch whether, during the dynamic analysis, such variables have taken all (or a significant subset of) possible values in their domains.

Structural coverage is helpful for detecting dead code, as well as highlighting code fragments that have not been properly exercised. However, it has a low correlation with functionality defects and, in particular, cannot expose omissions and unimplemented features. Also,
certain structural coverage criteria (e.g., MC/DC) are almost impossible to achieve without specialized software engineering tools.

Further reading:
- Wikipedia: Basis_path_testing
- Wikipedia: Code_coverage
- Wikipedia: Cyclomatic_complexity
- Wikipedia: Linear_code_sequence_and_jump
- Wikipedia: Modified_condition决策coverage

4. Functional and structural coverage are complementary. Taken separately, each approach has inherent limitations, which may be overcome by combining approaches. For instance, grey-box testing was proposed as an intermediate way between black-box and white-box testing.

Further reading:
- Wikipedia: Grey-box_testing

Also, it is widely acknowledged that combining coverage over the specifications (requirements or models) and coverage over the implementation gives better results. For instance, such a combination is required by the DO-178B standard: in addition to high-level testing (namely, functional testing on software considered as a black box), DO-178B mandates low-level testing, in which tests must be derived from requirements (i.e., functional) and achieve structural coverage goals (e.g., MC/DC at level A) on the software source or executable code considered as a white box. In practice, this double (functional and structural) constraint on low-level testing has two desirable consequences:

- It forces requirements to be precise enough (namely, to announce the branching structure that the implementation will have), so that tests can be produced to reach structural coverage goals;
- It reveals the presence of unintended functionality, i.e., “extra” code that tests derived from the requirements cannot exercise.

5. Mutation testing (also known as fault injection or mutation coverage) [BLSD78] [DLS78] [BDLS80] [BG85] analyzes a test suite by deliberately inserting errors in the design artifact under analysis (i.e., the simulated model or the implementation under test) to see if these errors are discovered by the test suite.
To do so, multiple variants (called mutants) of the design artifact are produced, each mutant containing a single or a few small errors (e.g., substitution of variable names, modification of constant values, insertion or deletion of Boolean negations, change of arithmetic, logical, or relational operators, etc.). These “artificial” errors, usually introduced in an automated way, should be representative of the “real” human mistakes that the test suite is supposed to detect [ABL05] [NAM08].

Then, the tests are applied to each mutant and one observes potential differences between test results on mutants and test results on the original system. Various observation criteria can be used [WH88], ranging from strong mutation testing, in which one looks for modifications in the outputs emitted by the mutants and the original system, to weak mutation testing, in which one compares the internal memory states of selected components in the mutants and in the original system [How82]. Using weak criteria reduces computational costs but at the risk of irrelevant observations (i.e., focusing on differences between internal states of components, although such differences may not necessarily propagate to the outputs and cause externally visible errors). A related issue is functionally equivalent mutants, i.e., mutants that do not observationally deviate from the expected correct behavior.

Mutation testing can be used as a test criterion to quantify the effectiveness and adequacy of a test suite, e.g., by measuring the proportion of mutants detected by the test suite compared to the total number of mutants produced. One can also compare this proportion with the one measured for a randomly generated test suite of the same size.

More details on mutation testing can be found in a book [Won01] and in a survey with a comprehensive bibliography [JH11].

Further reading:
- Wikipedia: Bebugging
- Wikipedia: Fault_injection
- Wikipedia: Mutation_testing

In summary, dynamic analyses are standard means to detect errors and are well established in conventional methodologies. Moreover, they do not generate false positives when applied to real design artifacts — notice however that false positives may be produced when analyzing virtual design artifacts (i.e., models or prototypes) that differ from real design artifacts. However, dynamic analyses have three major shortcomings:

- **False negatives**: In general, dynamic analyses do not exhaustively check all possible executions, and thus cannot establish correctness;
this was formulated by Dijkstra for the particular case of testing: “pro-
gram testing can be used to show the presence of bugs, but never to
show their absence” [Dij72]. Moreover, certain kinds of requirements
(e.g., functional requirements prohibiting abnormal behaviors, or non-
functional requirements regarding availability, reliability, and security)
are difficult to assess, even with a large set of tests. Testing is often
unpredictable and cannot guarantee the ultradependability of systems
relying on complex software [LS93] [Rus93, pages 111–112].

- Insufficient coverage: In practice, obtaining a good coverage is a
difficult issue. It has frequently been reported that, in “ordinary”
projects, testing only exercises about half of the source code. For
instance, exception handlers are often less tested than “normal” execu-
tion paths due to the burden of provoking exceptional conditions;
this explains why such rare conditions, which trigger the execution of
poorly-tested code, are a major cause of safety- and mission-critical
failures [Hec93, Hec08]. Even if certain methodologies improve on this
50% code test ratio by emphasizing on systematic testing, still many
errors leak out, which are not detected by dynamic analyses.

- High cost: When full coverage is required (e.g., in aerospace, micropro-
cessors, telecommunication systems, etc.), developing and executing
appropriate test suites is expensive and often exceeds 50% of the over-
all project cost. As the size and complexity of modern systems grow
continuously, traditional approaches to writing and maintaining test
suites become increasingly problematic, technically and economically.

More details on simulation, testing, and run-time/log analyses will be given
below in Sections 4.6.10, 4.6.11 and 4.6.12, respectively.

4.6.10 Conventional quality steps: more on simulation

Simulation is a widespread V&V approach featured by almost every con-
ventional design methodology. Simulation is commonly used to assess the
functional correctness of a system under design and to estimate its per-
formance. Simulation and testing have much in common, the main difference
being that simulation operates on virtual design artifacts (namely, models)
whereas testing operates on real design artifacts (namely, actual implementa-
tions, such as circuits or programs) — see Section 3.4.2 for a comparative
discussion of models and programs.

There are different types of simulation, with several application domains:

- For systems whose behavior can be expressed in terms of states and
  transitions, many tools implementing the techniques of discrete event
  simulation are available.
For systems with a continuous behavior, many simulation tools have been developed in numerous fields.

For networked systems, simulation is used to study the behavior and performance of communication protocols.

In hardware design, simulation is used at all abstraction levels (behavioral level, register-transfer level, gate level, or transistor level) down to the silicon chip, which itself is tested rather than simulated.

At a higher abstraction level (chip level or system level), especially in embedded system design [Led01], simulation is used to analyze the behavior of an entire circuit (e.g., the instruction set of a microprocessor) and also for hardware-software co-design, i.e., the joint development of a circuit and its application software [SW97]; in this context, the term co-simulation denotes a simulation that takes into account both the hardware and software parts.
Beyond the particular case of hardware-software co-design, there is the wider class of multidisciplinary systems, which rely on computers to supervise and control “real” (e.g., physical, chemical, biological, social, etc.) processes. For such systems, heterogeneous models are developed (see Section 3.4.7), which combine software concerns with process descriptions belonging to one or several scientific domains.

Further reading:
- Wikipedia: AMESim
- Wikipedia: EcosimPro
- Wikipedia: MapleSim
- Wikipedia: Modelica
- The Modelica Association – http://www.modelica.org
- Wikipedia: Simulink
- Wikipedia: Stateflow
- Wikipedia: SimEvents

To analyze heterogeneous models globally using simulation (e.g., to study their correctness or evaluate their performance), one should be able to simulate them in all their dimensions. This can be done either using multidisciplinary simulators — when they exist and are available — or using co-simulation, which consists in simultaneously running two or more unidisciplinary simulators from different domains, each with its own domain-specific language and analysis methods. For instance, hybrid systems can be studied by combining a discrete-event simulator, which deals with the controlling software, and a continuous-time one, which computes the dynamics of real processes. There are two practical issues to be solved with co-simulation:

- The simulators must be able to communicate and synchronize. This can be implemented either using simulator coupling (i.e., direct bilateral interconnections between each pair of simulators) or using a simulation backplane (i.e., a central unit to which each simulator is connected via a common interface).

- The simulators must agree on a coherent progression of time, although each simulated model may have its own time scale (e.g., nanoseconds for hardware and milliseconds for software).

Further reading:
- Wikipedia: Hardware-in-the-loop_simulation
Because it operates on virtual design artifacts, simulation (together with co-simulation) has several advantages:

- It can be used when experimenting with the system under design is impossible, namely:
  - when the real design artifacts are not available yet,
  - when building prototypes would be infeasible or too costly,
  - when there are inherent risks or costs associated with manipulating the real system (e.g., nuclear plants, medical devices, etc.),
  - when the real system evolves too slowly (e.g., chemical reactions, spatial missions, etc.).

See [BF109] for an epistemic discussion on simulation.

- Simulation plays an important role in system validation by enabling to check the system against its requirements at each stage of the design flow. Simulation also permits to validate environment assumptions by running experiments to compare models and reality.

- Simulation often detects mistakes and unforeseen problems without waiting until the late integration/testing stages, thus increasing the confidence in the design from the earliest stages of the design flow.

- Simulation can ease debugging. For instance, it is often simpler to debug a circuit using a simulator rather than testing the actual silicon, whose internal state and implementation details may remain hidden.

- Simulation is also a privileged means of design space exploration, as it enables to quickly investigate the consequences of potential changes brought to the system under design.

- Simulation based on randomization (e.g., Monte-Carlo simulation) can handle many and large classes of realistic models, contrary to analytical techniques (e.g., linear analysis), which only apply to a few limited classes, and only if the models are not overly complex.

- Finally, simulation is scientifically well-understood, implemented in numerous industrial tools, and relatively easy to use, most system engineers being already familiar with this technology.

However, simulation is not free from drawbacks and limitations, some of which are common to all forms of conventional dynamic analyses:

- The cost, effort, and time required by simulation quickly grows as the complexity of the system under design increases. The number of input scenarios becomes large, as well as the time required to simulate them.
For highly complex systems, the coverage achieved by simulation is generally insufficient. State explosion makes it prohibitive or impossible to try all input scenarios that would ensure a complete exploration of the state space. Even if certain particular metrics (e.g., statement coverage, branch coverage) are chosen and full coverage is attained with respect to these metrics, this does not ensure that all possible execution paths are examined and all errors detected.

Thus, simulation can reveal certain design issues but, because of false negatives, it cannot provide strong guarantees about the functional correctness, performance, safety, or security of a system.

As mentioned above, simulators execute faster than certain real systems, but they may be much slower for other kinds of systems. This is notably the case in hardware design, where simulating a circuit design at register-transfer level is several orders of magnitude slower than testing the actual circuit. For instance, [KGN+09] reports that an Intel Core i7 processor runs at 2.66GHz whereas the corresponding pre-silicon full-chip simulator runs at 2–3Hz only; this drastically reduces the coverage of simulation, as “the total number of all pre-silicon simulation cycles on a large server farm amounts to no more than a few minutes of run time on a single actual processor”.

Therefore, simulation speed can be a major concern, even when using acceleration techniques, such as the integration of real or emulated hardware components into the simulation — *emulation* consists in synthesizing automatically a hardware implementation on a fast-prototyping platform, such as an FPGA (*Field-Programmable Gate Array*) — or the use of higher-level description languages, such as SystemC and transaction-level modeling, which speed up simulation by abstracting away low-level hardware details (e.g., cycle-accurate information).

Further reading:

- Wikipedia: Register-transfer_level
- Wikipedia: Hardware_emulation
- Wikipedia: Field-programmable_gate_array
- Wikipedia: SystemC
- Wikipedia: Transaction-level_modeling

Different simulators may produce very different results for the same problem (see, e.g., [CSS02]), because they are complex pieces of software based on different internal models and algorithms, implement custom options that need to be finely tuned, and/or depart from the
established mathematical bases of simulation by offering proprietary language extensions and interfaces to third-party software.

To summarize, simulation is a standard technique with many advantages; it yields partial results quickly, but does not scale up to address the complexity of those systems designed nowadays. When used as the unique or primary V&V technique for such systems, simulation usually becomes a bottleneck in terms of cost, effort, and time, as its poor effectiveness in finding bugs causes budget and schedule overruns.

4.6.11 Conventional quality steps: more on testing

Of the four aforementioned forms of dynamic analyses, testing is certainly the most widely used. Some methodologies (e.g., agile programming, extreme programming, and test-driven development) give testing a central role in the design flow. There exists an abundant literature on testing, together with a specialized vocabulary for those design artifacts, data, equipment, and procedures relevant to testing.

Further reading:
- Wikipedia: Automatic_test_equipment
- Wikipedia: Device_under_test
- Wikipedia: System_under_test
- Wikipedia: Manual_testing
- Wikipedia: Test_automation
- Wikipedia: Test_automation_framework
- Wikipedia: Test_bed
- Wikipedia: Test_bench
- Wikipedia: Test_case
- Wikipedia: Test_compression
- Wikipedia: Test_data
- Wikipedia: Test_double
- Wikipedia: Test_execution_engine
- Wikipedia: Test_fixture
- Wikipedia: Test_harness
- Wikipedia: Test_method
- Wikipedia: Test_plan
- Wikipedia: Test_script
- Wikipedia: Test_stub
- Wikipedia: Test_suite
- Wikipedia: Test_vector
- Wikipedia: XUnit
- Wikipedia: JUnit
An important — yet often neglected — concept associated to the test execution is the notion of oracle (or test oracle). An oracle can either predict the correct outputs to be emitted after given inputs, or observe inputs and outputs and associate to each output a verdict: “pass” (the output is correct), “fail” (the output is incorrect), or “inconclusive” (the oracle cannot decide immediately, because the behavior of the design artifact under testing is known to be nondeterministic in this case). Notice that inconclusive tests are basically useless and should be avoided.

Further reading:
- Wikipedia: Oracle (software testing)

There are various methodologies for helping humans to produce and execute tests and, more globally, to integrate testing in the design flow.

Further reading:
- Wikipedia: Ad_hoc_testing
- Wikipedia: Data-driven_testing
- Wikipedia: Exploratory_testing
- Wikipedia: Keyword-driven_testing
- Wikipedia: Hybrid_testing
- Wikipedia: Pair_testing
- Wikipedia: Test-driven_development

There are many kinds of testing, which serve different purposes, and address different steps of the design flow and different parts of the system considered at various abstraction levels. In most conventional methodologies, testing plays a double role with respect to V&V activities:

- Testing is used for validation purpose, to check whether a final system duly implements its initial requirements and performs correctly when deployed in a real environment. Such testing, which takes place at the end of the design flow, may require sophisticated equipment platforms to faithfully replicate the conditions in which the system will be used.

Further reading:
- Wikipedia: Acceptance_testing
- Wikipedia: Component-based_usability_testing
- Wikipedia: Graphical_user_interface_testing
Testing is also used for verification purpose, to check whether a given real design artifact (i.e., a program or a circuit) correctly implements its higher-level specifications, which can be expressed either as models or as properties. In this approach, commonly referred to as conformance testing, tests are used to reveal possible incompatibilities between the specification and its implementation.

Further reading:
- Wikipedia: Build_verification_test
- Wikipedia: Conformance_testing
- Wikipedia: Smoke_testing#Software_development
- Wikipedia: Testing_high-performance_computing_applications

Testing can be applied to individual components (unit testing) or to the entire system (integration testing).

Further reading:
- Wikipedia: Integration_testing
- Wikipedia: Unit_testing

There are many other useful forms of testing. For instance, non-regression testing checks whether a modified design artifact still passes the same tests as its original version; also, the DO-178B standard [RTC92] for avionics software distinguishes between normal range tests, which exercise a system in ordinary conditions, and robustness tests, which trigger abnormal inputs and faults arising from inside or outside of the system.

Further reading:
- Wikipedia: Boundary_testing
- Wikipedia: Characterization_test
- Wikipedia: Non-regression_testing
- Wikipedia: Regression_testing
- Wikipedia: Robustness_testing
In addition to testing approaches that focus on correctness issues, functionality, and end-user feedback, there are testing approaches dedicated to performance and dependability issues.

Further reading:
- Wikipedia: Non-functional_testing
- Wikipedia: Software_performance_testing
- Wikipedia: Software_Reliability_Testing
- Wikipedia: Load_testing
- Wikipedia: Recovery_testing
- Wikipedia: Risk-based_testing
- Wikipedia: Scalability_testing
- Wikipedia: Soak_testing
- Wikipedia: Stress_testing
- Wikipedia: Stress_testing_(software)
- Wikipedia: Volume_testing

There are also testing approaches specifically addressing security issues, such as read access violations, write access violations, null pointer dereferences, divisions by zero, etc.

Further reading:
- Wikipedia: Security_testing
- Wikipedia: Penetration_test
- Wikipedia: Application_security#Security_testing_for_applications

Automatic test generation has received considerable attention. The trends towards such automation are driven by the following expectations:

1. Maintain a given level of quality control and assurance in spite of the increasing size and complexity of systems;
2. Even increase, if possible, this level of quality by enabling more thorough testing based on test criteria with a proven effectiveness;
3. Produce test suites that are free from errors, which is rarely the case when tests are written manually.
4. Enable involved tests to be developed by “average” engineers without exceptional skills nor intensive preliminary training.
5. Reduce delays for producing test suites, so as to better accommodate rapid design changes, agile methodologies, and continuous integration;
6. Reduce the high cost of testing, which is typically half or more of the overall project cost;

7. Reduce the size of test suites using test adequacy metrics, in order to avoid extra cost and delays caused by redundant tests.

Automatic test generation is difficult, for both theoretical reasons (it is generally undecidable to statically determine if there exists a sequence of input stimuli leading a system to a given state) and practical ones (combinatorial explosion often occurs, even when the state space is finite). For this reason, test criteria (see Section 4.6.9) can be helpful in several respects:

- They provide heuristic means to evaluate the efficiency (i.e., the fault-finding ability) of generated test suites.
- They provide a stopping rule to decide when testing can be stopped (e.g., as soon as a certain level of test coverage is reached).
- They provide rules for test selection, i.e., for deciding whether a new test is worth being included or not in a given test suite.
- They provide indications to augment test suites, by adding missing tests needed to make a test suite adequate.
- Conversely, they provide guidelines to reduce test suites, by removing tests found to be redundant in a test suite.

Many algorithms for automated test generation have been proposed, some of which are implemented in commercial tools. However, in conventional methodologies, test suites are not always generated automatically. As stated in Section 4.6.9, there are two main approaches (plus combinations of these) for producing test suites:

- Random testing (or random test generation): One automatically generates tests, the length of which varies arbitrarily. Nondeterminism (e.g., selection between several permitted input events, selection of input data in their value domains, etc.) is resolved either randomly (i.e., according to a uniform probability distribution) or statistically (i.e., by assigning different probabilities to inputs depending on their likelihood to occur after the design artifact is deployed in its real environment).

Random testing is often considered as a shallow methodology for generating tests, and it is often used as the baseline approach to which more sophisticated approaches are compared. Yet, this intuitive view is refuted in many empirical and theoretical studies ranging from [DN84]
to [CPO+11] and [AB12, AIB12]. In particular, random testing seems as cost effective as approaches based on input partitioning [Nta01].

Variants of random test generation exist, which often depart from the assumption that the different tests in a test suite are generated independently. For instance, antirandom testing [Mal95, WMJ08] or adaptive random testing [CLM04, CKMT10] [MS06] tries to favor test diversity by selecting new tests that are “far” from all prior tests, or from those prior tests found to be ineffective (i.e., that did not detected errors in the design artifact under test). Yet, it was pointed out that adaptive random testing might not be as effective as expected [AB11].

A particular form of random testing is fuzzing (or fuzz testing), which consists in providing unexpected or invalid input data to the design artifact under test, and observing whether this provokes some unexpected behavior (exception raise, crash, infinite loop, etc.). More often than not, fuzzing is used to find security vulnerabilities automatically, rather than to check correctness.

There are two main approaches to building input data for fuzzing. The mutational approach starts from valid input data (e.g., provided by a human operator) and performs random modifications (e.g., by flipping random bits). The generational approach constructs input data from scratch. Both approaches can be performed with different degrees of knowledge about the design artifact under test, ranging from black-box — the fuzzing program treats input data as semantics-less sequences of bits, without relying on a design artifact specification nor an application-specific test oracle — to grey-box and white-box — the fuzzing program is aware of the format (syntax and, possibly, semantics) of input data, and may also be guided by probabilistic weights assigned to different classes of data.

Fuzzing, even in its least sophisticated forms, is particularly effective in finding numerous security defects in complex software — see, e.g., [MFS90, MKL+95] for Unix utilities and services, [FM00] for Microsoft Windows NT, [Jor03] for Acrobat Adobe Reader, and [MCM06] for MacOS. Fuzzing is therefore a recommended quality step for secure software development. The efficiency of fuzzing on a given software is a clear indication that development practices must be enhanced. Further details can be found in [SGA07] and [TDM08].

Further reading:
- Wikipedia: Fuzz_testing
- Wikipedia: Fault_injection
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- Peach Fuzzing Platform – http://peachfuzzer.com

- Directed testing (or directed test generation): One generates tests designed to exercise specific functionality in the design artifact under test. In conventional methodologies, such tests are usually produced manually following functional coverage goals — concretely, test engineers craft sequences of input stimuli that exercise every feature or requirement deemed to be important in the design artifact. Using functional coverage as a test criterion enables project managers to monitor progress and to estimate remaining effort.

However, writing test suites manually is tedious and may need to be redone each time the design artifact evolves. For these reasons, there are attempts at producing test suites more systematically using other test criteria than functional coverage, namely input coverage or structural coverage, which offer greater possibilities for automation. Are these approaches efficient, in the sense that the test suites produced using these approaches detect more errors that randomly generated test suites of the same size?

Regarding input coverage, the answer is not clearly conclusive. Early publications pointed out that random testing is more cost efficient for many programs [DN84] and that passing successfully a test suite designed to satisfy input coverage “is no better than a random test” and has “very small significance”, so that “partition-testing methods are suspect when used to gain confidence in software” [HT90]. Subsequent publications [WJ91] [CY94, CY96a, CY96b] [Gut99] [BSC03] [ZLP08] investigate under which assumptions and conditions can input coverage be inferior, comparable, or superior to random testing.

Regarding structural coverage, five key lessons can be drawn:

1. Test suites whose production is primarily driven by structural coverage goals are not always efficient. Early studies comparing the respective efficiency of coverage-directed approaches (branch
coverage, in particular) vs random testing gave contradictory, inconclusive results (see [JMV04] for a survey). Regarding MC/DC coverage, recent studies report that the fault-finding capabilities of this test criterion are generally good, but also mention disappointing situations — especially with automatically generated test suites — in which MC/DC fails to detect a significant percentage of errors [HDW04] [YL06] [KK10] [SGWH12]. Therefore, structural coverage alone, even in its highly rigorous forms, is not a reliable metrics for measuring test efficiency, and should not be used as the prime basis for generating directed tests, as random testing can produce more effective test suites of the same size.

2. A possible explanation for the above fact is that structural coverage metrics may be sensitive to the structure of the design artifact being considered. For instance, the coverage computed using the MC/DC metric is dramatically affected — and so is the test efficiency of MC/DC — if auxiliary Boolean variables are introduced to factor complex expressions into simpler ones [RWH08].

3. Another possible explanation is that structural coverage is not the sole factor behind test efficiency. For instance, [NA09] reports that efficiency (measured as the percentage of mutants detected by a test suite) is strongly correlated to $\log(S) + C$, where $S$ is the size of the test suite and $C$ the degree of structural coverage achieved by the test suite. Notice that variables $S$ and $C$ are not independent, as increased coverage entails larger test suites (see, e.g., [ABLN06]), and that $S$ is classically used as surrogate measure for test cost — although such an approximation is criticized, e.g., in [Br07].

4. Yet, structural coverage can be useful, not as a target for producing test suites, but as a supplement for checking whether a test suite initially developed to satisfy functional coverage goals provides a sufficient structural coverage; if not, the test suite must be extended with complementary tests that exercise those areas of the source code that have not been already tested. This idea of first generating test suites without considering structural coverage, and later using structural coverage to add missing tests, has been advised by several practitioners, e.g., [CM94, Section 1] and [Mar97]; its fault-detection capabilities are experimentally confirmed in [DL00] and [SGWH12].

5. Finally, reducing the size of test suites while preserving some structural coverage criterion (as advocated in, e.g., [WHLM95] [BU97]) might severely decrease their efficiency. A substantiated warning about the risks of test-suite reduction strictly based on edge coverage (also known as branch coverage) was given in
The same finding was made for MC/DC coverage [JH03, HD04, HD07]. A possible explanation is the aforementioned correlation between size, coverage, and efficiency of test suites [NA09]. A refined heuristic-based approach yields large size reductions with limited loss of efficiency by selectively keeping some tests that are redundant with respect to structural coverage (e.g., branch coverage) but not redundant for over test criteria (e.g., def-use coverage) [JG05, JG07].

- **Combined approaches:** There are attempts at combining random and directed approaches (see [GOA05] for a survey of combination strategies). It is generally agreed that more efficient test suites can be generated by combining diverse techniques rather than relying on a single one, even if it is deemed to be “superior” to others.

For instance, **constrained-random testing** uses test criteria to select among these tests or to reduce existing test suites, by preserving or increasing an adequacy metrics such as functional coverage (e.g., “interesting” scenarios), structural coverage, or mutation testing. By trying to satisfy the adequacy metrics, random tests are generated that exercise “interesting” scenarios that were not planned originally.

This approach is now widely used in hardware testing, especially at block level, where it almost replaced directed testing. It seems to be efficient: for instance, [SGWH12] reports that “the use of branch and MC/DC coverage as a supplement to random testing generally results in more effective tests suites than random testing alone” and “for most combinations of coverage criteria and case examples, randomly generated test suites reduced while maintaining structural coverage find 7% more faults than pure randomly generated test suites of equal size”.

One can also mention approaches for reducing the size of (randomly generated) tests in order to help localizing faults [ZH02, LA05]; here too, as for directed testing, the size of random tests has a major influence on their efficiency [AGWX08].

The comparison between directed and random approaches is a longstanding debate in the testing community. Depending on respective technology progress, each approach has been alternatively considered as “better”. At present, all approaches are mature enough to be applied to realistic systems. Besides test efficiency, the effort and time needed to generate and execute tests can make the difference: in this respect, random test generation has an advantage, as it can produce voluminous test suites easily and quickly. Scalability to large systems is also an issue: random testing probably scales better than directed testing, although it crucially depends on the availability of a test oracle to analyze the outputs of automatically generated tests.
Finally, in addition to the aforementioned generic techniques for producing test suites, ad hoc techniques can be used to improve the testing process by exploiting knowledge about a specific domain (e.g., data bases, graphical user-interfaces, telecommunications, Web applications, etc.).

Further reading:
- Wikipedia: Automatic_test_pattern_generation
- Wikipedia: Test_data_generation

4.6.12 Conventional quality steps: more on run-time and log analyses

Strictly speaking, one may argue that run-time and log analyses are not quality steps because they occur after the system has been released. Yet, these two forms of dynamic analysis can significantly contribute to the maintenance of the system by detecting mistakes that leaked in spite of all quality checks, as well as violations of the hypotheses and environment assumptions upon which the system was designed (unexpected behaviors of the environment, unforeseen hardware problems, security attacks, etc.).

Run-time analysis can also contribute to the proper operation of the system by taking, whenever an anomaly is detected, corrective actions such as: handling properly uncaught exceptions, shutting down the defective components or isolating them to protect the rest of the system from their unpredictable, potentially hazardous behavior, or bringing the entire system to a fail-safe/fail-secure mode. Approaches based on run-time analysis to reduce the impact of defects are related to defensive programming and fault tolerance; they are known under various names (fault protection, recovery blocks, safety monitoring, security monitoring, self-checking software, etc.) and appear in standards for safety-critical aerospace systems [RTC92] [SAE10].

Further reading:
- Wikipedia: Built-in_self-test
- Wikipedia: Built-in_test_equipment
- Wikipedia: Logic_built-in_self-test
- Software Fault Tolerance (CMU) – Sections on recovery blocks and self-checking software – http://www.ece.cmu.edu/~koopman/des99/sw_fault_tolerance

Run-time analysis and trace analysis also contribute to enhance the performance of a system by collecting quantitative information about its execution. This is called performance monitoring.
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Further reading:
- Wikipedia: Performance_engineering#Monitoring
- Wikipedia: Profiling_(computer_programming)

4.6.13 Discussion

When applied rigorously, the static and dynamic analyses of conventional methodologies enable to detect many existing defects and avoid introducing many new ones. For a large part, the effectiveness of conventional methodologies relies on the capability of organizations to enforce the respect of disciplined development processes and best practices; this collective dimension of quality is acknowledged and measured by dedicated quality metrics.

Further reading:
- Wikipedia: ISO_9000
- Wikipedia: ISO/IEC_15504
- Wikipedia: Capability_Maturity_Model_Integration

There is also an individual dimension of quality, which requires appropriate training of system designers and developers. Approaches in this direction, such as Watts Humphrey’s Personal Software Process, have been shown to be effective, even in organizations already using mature processes collectively. According to [BB01, Law 8], “disciplined personal practices can reduce defect introduction rates by up to 75%.”

Further reading:
- Wikipedia: Personal_software_process

However, conventional methodologies have several limitations:

- They are slow, labor-intensive, and onerous, and thus face problems with fast-evolving projects in which requirements change rapidly and frequently.

- They do not satisfactorily scale to large systems having an inherent complexity arising from asynchronous parallelism, nondeterminism, real-time constraints, exception and interrupt handling, fault tolerance, mixed hardware/software components, etc.
In the next sections of this chapter, keeping in mind the merits and shortcomings of conventional methodologies, we will examine alternative or complementary methodologies based on formal methods and discuss their adequacy to the development of safe and secure systems.

4.7 Formal design flows

In this section, we present formal methodologies, i.e., methodologies for hardware, software, and system design that rely, in whole or in part, on formal methods. Our presentation is based on the concept of formal design flows, which are instances of design flows in which formal methods are used. We successively review the organization of formal design flows, their design steps, and their quality steps. Finally, we discuss the impact of formal methods on quality steps, stressing the main differences between conventional and formal methodologies.

4.7.1 Organization of formal design flows

Formal design flows are, to a large extent, similar to conventional design flows, but differ in a number of points that we now review.

As with conventional methodologies, there are design artifacts ranging from initial requirements to final implementation (software programs and hardware circuits). Between both ends, intermediate artifacts take place, namely declarative specifications (properties) and operational specifications (models). The main difference is that these specifications (or, at least, some of them) are formal, i.e., expressed in languages with a well-defined syntax and a mathematical semantics. Indeed, a certain degree of formality is required to avoid well-known issues (e.g., ambiguity, contradiction, etc.) of informal or semi-formal specifications, and to enable automated tool support for verification and validation.

As with conventional methodologies, there are design steps that progress the design in a descending manner, from the initial requirements down to the final implementation. According to the terminology of Section 3.4.1, the models produced during such steps are a priori models, as they describe a system under construction. Such steps, which can be manual, semi-automatic, or automatic, will be detailed in Sections 4.8.1 and 4.8.2 below.

Formal methodologies have also abstraction steps, which do not exist in conventional methodologies. These steps operate in an ascending manner to perform so-called model extraction: they take as input a concrete (possibly informal or semi-formal) design artifact — namely, a program or a low-level model of a system — and produce as output one or several more
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abstract, formal models to be further analyzed. Abstraction steps are useful to retroactively build a formal model (e.g., for reverse engineering, maintenance, or certification purposes) of an already existing system developed using conventional methodologies, but also to verify (parts of) a system under design by providing simpler models that are easier to analyze. According to the terminology of Section 3.4.1, the models produced during abstraction steps are \textit{a posteriori} models, as they describe a concrete system. Such steps, which can be manual, semi-automatic, or automatic, will be further detailed in Section 4.8.3 below.

As with conventional methodologies, there are \textit{quality steps} meant for quality control and quality assurance. With formal methods, quality steps are truly at the center of the process. They are also closely related to models, contrary to conventional methodologies in which both concepts are often disjoint, either when modeling is performed without V&V (e.g., model-driven engineering) or when V&V is performed without modeling (e.g., testing).

Finally, as with conventional methodologies, there are still \textit{revision steps} taking place when the initial requirements or environment assumptions are modified, or when errors are repaired. In formal design flows, revision steps should be less frequent, as formal design steps tend to avoid the introduction of errors. However, when using abstraction steps, revisions steps occur when the correction of errors detected in abstract models is propagated to the concrete models or programs.

4.7.2 Differentiate usage of formal methods

When undertaking the design of a new system, one must decide whether formal methods should be used and, if so, where and how to use them.

Even if, in principle, formal methods should be recommended for any non-trivial project, their adoption is, in practice, limited by several factors, principally the lack of formal methods experts, and possibly also budget and schedule constraints — although experimental feedback (e.g. [Hal07]) indicates that formal methods can be cost- and time-efficient. In this section, we consider various arguments supporting the idea that formal methods can be used differently in different projects.

First, not all systems need to be designed with the same degree of rigor. There are gradual levels in formal methods (see Section 4.7.3 below) and it seems reasonable to use in priority the most formal analyses for the most critical systems — although, in practice, many applications of formal methods also target non-critical or lowly-critical systems.

Second, not all components of a given system need to be designed with the same degree of rigor. When applicable, the separation of concerns principle (see Section 4.5.3) leads to components having different criticalities, which
suggests to reserve the most stringent kinds of formal methods to components crucial for system safety or security, while less critical components can be subject to conventional analyses only. More generally, formal methods should be primarily applied to the most involved parts of the system, e.g., to evaluate major design decisions and analyze complex algorithms that cannot be satisfactorily tackled using conventional methodologies. In practice, it is extremely rare that a system is entirely designed using formal methods, and this holds even for hardware design, where formal verification is well accepted and integrated in industrial methodologies – for instance, [SBH04] points out that no chip has more than 25% of its logic formally verified.

Third, there is another decision to be taken, which is partly orthogonal to the above discussion: where should formal methods be introduced in design flows? Two approaches have been advocated:

- **Partially-formal design flow**: Formal methods are used only at certain stages of the life cycle. This approach is based on cost effectiveness considerations and employs formal methods only where they outperform conventional approaches. It will be discussed in Section 4.7.4.

- **Fully-formal design flows**: Formal methods are used everywhere in the life cycle. This approach, which is the most ideal one from a purist’s point of view, will be presented in Section 4.7.5.

### 4.7.3 Gradual levels of rigor

There are various ways of using formal methods in system design, ranging from the shallowest to the deepest analyses. The scientific literature attempts at classifying this spectrum into different levels of rigor. For instance, [Rus93, p. 15–20] distinguishes four levels of rigor numbered from 0 (“not formal”) to 3 (“truly formal”); [BH06, Table 2] distinguishes three levels of formality numbered from 0 (“formal specification only”) to 2 (“machine-checkable proofs”). Building on these attempts, we propose here a classification of design flows in seven levels of increasing rigor, based on the nature of design steps and quality steps:

- **Level 1**: Conventional design flow, with informal specifications.
- **Level 2**: Conventional design flow, with semi-formal specifications.
- **Level 3**: Formal design flow, with formal specifications and without tool support. This is basically a conventional design flow in which formal specifications replace informal/semi-formal ones. The formal specification languages may be dedicated computer languages or, simply, the usual notations of logics and discrete mathematics. Some proofs of correctness can be performed manually, but most of quality control and quality assurance remains achieved using conventional quality steps.
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For long, many advocated that such “paper and pencil” formal methods are valuable, because pure specification — even without verification tools — always improves the design flow and provides a more reliable basis for coding, especially by systematic derivation of programs or circuits from formal specifications. However, this approach has been strongly criticized; for instance, [JW96] denies “the naive presumption that formalization is useful in its own right”, and [WLBF09] points out that “times have changed: today many people feel that it would be inconceivable not to use some kind of verification tool”.

- **Level 4:** Formal design flow, with formal specifications and lightweight checking tools. The formal specifications are written in computer languages equipped with syntax and static semantics checkers, which can detect shallow mistakes (e.g., syntax errors, undeclared identifiers, type inconsistencies, etc.). Additional tools, such as syntax editors and pretty-printers may also be available.

- **Level 5:** Formal design flow, with formal specifications and bug hunting tools. In addition to level 4, there are tools (such as static analyzers, dynamic analyzers, and model checkers) that can detect design errors by performing deep analyses using computationally expensive algorithms. Such tools have limitations: they only search for particular kinds of errors, or they may detect the presence of certain mistakes but cannot guarantee the absence of any mistake.

- **Level 6:** Formal design flow, with formal specifications and proof tools. In addition to level 4 (and possibly 5), there are tools (such as theorem provers) that can establish (either automatically or with user assistance) the correctness, dependability, and/or security of formal specifications, and the fact that a design artifact correctly implements a formal specification.

- **Level 7:** Formal design flow, with formal specifications, proofs, and proof checking tools. In addition to level 6, there are tools that cross-check the correctness of (manual or automatically generated) proofs, so as to ensure that these proofs are themselves error-free.

Following remarks from [Rus93, p. 20], let us observe that such a classification in levels of rigor is not immutable in space and time. In the United Kingdom, for instance, the term “formal methods” has been for long associated with levels 3 or 4, while in other countries it was associated with the more stringent levels 5 to 7. Also, a formal methodology based on a given specification language may increase its level of rigor as this language gets equipped with increasingly powerful tools.
4.7.4 Partially-formal design flows

If formal methods are to be introduced only in certain steps of design flows — often because time, budget and/or qualified personal are insufficient to cover the entire life cycle — this raises cost effectiveness and resource allocation issues: where should formal methods be used?

In such case, one should consider *partially-formal design flows*, in which formal methods are employed selectively, in response to existing development problems, and only where they can successfully compete with conventional methodologies, namely:

1. To target certain steps of the design flow (e.g., requirements elicitation and analysis) for which formal methods are particularly effective, without commitment to using formal methods in all design flow steps;

2. To focus on issues of real concern, e.g., the most complex parts of the system and the most critical safety and/or security properties;

3. To address classes of problems (e.g., parallelism, real-time, fault-tolerance, etc.) that cannot be satisfactorily tackled using informal or semi-formal approaches (see Section 4.6.13);

4. To deliver higher levels of quality assurance than conventional approaches — this is why formal methods are prescribed or recommended in many safety and/or security standards; although partially-formal design flows cannot guarantee the absence of errors, they increase confidence by revealing defects undetected using conventional techniques;

5. To reduce costs by replacing the most expensive conventional analyses (e.g., testing, reviews) with cheaper or more effective automated approaches based on formal methods.

*Lightweight formal methods* [JW96] [ELC+98] [EC98] [Fea98] characterize partially-formal design flows, often focused on requirements, and performing rapid V&V analyses using formal methods at levels of rigor 4 or 5.

There has been a longstanding scientific debate to decide whether formal methods are best used in the early or late steps of design flows.

Early-step advocates (e.g., [Rus93] [Ber02]) claim that formal methods are maximally effective when applied early in the life cycle, i.e., to formalize and validate requirements, and various experiments confirm the benefits of this approach (e.g., [ELC+98] [EC98]). The following arguments are put forward:

- The most severe and costly errors are introduced during the early design steps (see Sections 4.3.3, 4.4.5, and 4.6.6).
Detecting and correcting errors as soon as possible is highly desirable (see Section 4.4.5).

Formal methods (at least, a number of them) are an aid and a guide in producing suitable top-level specifications (see Section 4.8.1 below).

Because models produced during early design steps are more abstract than programs, their verification and validation is likely to be easier.

Formal methods bring little added value if applied to sequential programs or circuits, for which conventional methodologies are effective.

Conversely, late-step advocates (e.g., [Sha10]) support the application of formal methods at the end of the life cycle, i.e., directly on the source code of software programs or on the gate layout of hardware circuits. Various arguments are invoked:

Even if many software programming languages and hardware description languages lack a formal semantics and even if many of their low-level features are implementation-dependent and remain to be specified, the late design artifacts expressed in these languages are often the most precise and unambiguous descriptions of a system, especially when compared to informal artifacts produced during earlier design steps. It is thus justifiable to conduct formal analyses at this level.

Formal methods that directly operate on late design artifacts are easier to apply because they do not require the development of additional formal models. So doing, they avoid the issue of maintaining consistency between such formal models and late design artifacts; they keep the design flow simple and remain compatible with conventional methodologies; finally, they do not require that designers/developers learn a formal modeling language.

Applying formal methods to late design artifacts enhances not only the quality, but also the readability, evolvability, maintainability, testability, and verifiability of these artifacts, especially by decorating source code with assertions, preconditions, and postconditions, which provide valuable information for understanding and modifying such artifacts.

Models produced in early design steps are often partial and/or abstract and, thus, may hide errors actually present in implementations (see Section 3.4.2). For instance, the finite bounds that most implementations put on data (e.g., integers, buffers, dynamically allocated memory, etc.) may cause safety or security issues that cannot be detected on models — unless if these models are accurate enough to consider the possibility of overflows. On this ground, some authors
(e.g., [Gut04, Chapter 4]) even discard formal methods that significantly differ from programming languages. By performing validation and verification on the late design artifacts, which most closely correspond to the final system, one avoids risks inherent to restriction and abstraction in models — this is the famous principle: “what you prove is what you execute” [Ber89]. So doing, one also favors product quality over process quality (see Section 4.2.3).

Whether formal methods should be used either in the early or in the late design steps is, we believe, largely a false debate. There are different stages in the design flow where different kinds of formal methods find their usefulness. Opposing them as if only a single approach had to be selected is artificial and sterile — notice that such rhetoric often comes from scientists promoting their particular approach. Keeping a broader view, both approaches are clearly complementary:

- The properties formally verified on early and late design artifacts are usually not the same because these artifacts differ in the scope and level of abstraction at which the system is described (see Section 3.4.2). On early design artifacts, one usually expresses global properties (see Section 3.5.5), whereas on late design artifacts, one more likely checks local properties, such as assertions and absence of run-time errors.

- As pointed out in [Rus93, page 34], it is irrelevant to claim that, unless applied to late design artifacts, formal methods are not doing anything that is real. Maybe this claim would be correct if only generic properties (see Section 3.5.7) were to be checked on late design artifacts. However, specific properties are also needed in practice, and they are derived from the requirements produced during the early design steps. It would be meaningless to verify late design artifacts against specific properties that have not been checked themselves: this is why formal methods are also useful for early design artifacts.

### 4.7.5 Fully-formal design flows

In its simplest and most ideal form, a *fully-formal design flow* can be seen as the formal equivalent of the waterfall model used in conventional design flows. It consists in a chain of design artifacts, all of which are formal, and such that consistency is mathematically preserved all along the chain. Two situations are to be considered:

- A fully-formal *descending flow* typically starts from a formal specification of the initial requirements and ends with a detailed model of
the final implementation — or even a software program or a hardware circuit if these can be written in an implementation language (or a well-chosen subset of an implementation language) having a formal semantics. Rigorous quality steps ensure that each design artifact properly implements the design artifact immediately above in the flow; these quality steps thus prevent the introduction of errors and unexpected features at each step of the design flow; by transitivity, they guarantee that the lowest design artifact (namely, the detailed model, program, or circuit) properly implements the highest design artifact (namely, the formal specification of the requirements).

- A fully-formal ascending flow typically starts from an existing implementation (program or circuit) and builds a chain of increasingly abstract higher-level models. Again, rigorous quality steps ensure that each design artifact is a proper abstraction of the design artifact immediately below in the flow.

Notice the difference in terminology between top down/bottom up, on the one hand, and ascending/descending, on the other hand. The former terms are related to components (decomposition vs reuse) whereas the latter apply to flows. In particular, a descending flow may use bottom-up design.

In practice, a fully-formal descending flow is tractable only if certain conditions are met: the system under design should be kept simple (see Section 4.5.1), the design flow should be seamless (see Section 4.4.1) to avoid semantic gaps, and the design steps should be small enough (see Section 4.4.3) so that their verification remains feasible.

To the contrary, conventional design flows often deal with overly complex systems, rely on multiple semantically incompatible languages and formalisms, and tolerate big design steps, the correctness of which is often not checked at each step, but only globally during the late steps of the design flow (e.g., using integration testing).

In a fully-formal design flow, (descending or ascending) design steps, on the one hand, and quality steps, on the other hand, are closely intertwined. Indeed, verification and validation activities are required at each step and may take two complementary forms:

- V&V on design artifacts: Generic properties are checked on a design artifact to control and assess its quality before progressing to the next step. This can be done, for instance, using static or dynamic analyses. Notice that some of these generic properties may express best coding practices, in which case the link between these properties and the initial requirements may be quite indirect or nonexistent.

- V&V on design steps: This is the essence of fully-formal design flows. At each step, one checks the existence of a mathematical relation be-
between the upper (more abstract) and the lower (more concrete) design artifacts. It is said that the lower design artifact refines the upper design artifact. Refinement is a generic term: depending whether the design artifacts are in one same or two different languages, diverse mathematical relations are used, with particular vocabulary to denote them (see Section 3.5.9).

When the upper design artifact is a declarative specification (i.e., a collection of properties), one uses a satisfaction (or adequacy) relation:

\[
\text{lower design artifact } \models \text{ upper design artifact}
\]

When the lower and upper design artifacts are both declarative specifications (e.g., algebraical or logical specifications), satisfaction can be replaced by standard deduction:

\[
\text{lower design artifact } \implies \text{ upper design artifact}
\]

When the lower and upper design artifacts are both operational specifications (i.e., models or programs), one can use equivalence relations:

\[
\text{lower design artifact } \approx \text{ upper design artifact}
\]

or, if the lower design artifact is abstracted away:

\[
\text{abstraction (lower design artifact) } \approx \text{ upper design artifact}
\]

One can also use preorder relations — in such case, one often says that the lower design artifact correctly implements or derives from the upper design artifact:

\[
\text{lower design artifact } \sqsubseteq \text{ upper design artifact}
\]

or, by abstracting away the lower design artifact:

\[
\text{abstraction (lower design artifact) } \sqsubseteq \text{ upper design artifact}
\]

Preorder relations may express, for example, that the lower design artifact is “more defined” (i.e., it accepts at least the same inputs as the upper design artifact and yields the same outputs), that it is “more deterministic” (i.e., its outputs are a subset of those permitted by the upper design artifact), etc.

Other forms of refinement relations are possible. For instance, one may consider mappings between the state variables and/or the actions of the upper and lower design artifacts. Also, if the respective domains of both design artifacts are lattices (i.e., if each domain is equipped with a partial order relation), one may search for Galois connections between both domains.

Further reading:

- Wikipedia: Galois_connection
In the scientific literature, this vision of fully-formal design flows is also referred to as *program derivation*, *formal refinement*, *model-based refinement*, *refinement chain*, *stepwise derivation*, *stepwise refinement*, *systematic refinement*, *top-down refinement*, etc.

Further reading:
- Wikipedia: Program derivation
- Wikipedia: Refinement (computing)

In practice, such a waterfall-like scheme is an idealized vision of system design, and is perhaps too simple to be directly applicable:

1. The notion of chain — i.e., each step going from one design artifact to another one — may be too restrictive in practice. As mentioned in Section 3.4.2, one may need several models for the same program to describe (in descending flows) or analyze (in ascending flows) different (e.g., functional and non-functional) aspects separately. Also, all components of a system may have their own design flows, which need to be merged as the components are combined to form the complete system. Therefore, in both ascending and descending flows, one should permit several upper design artifacts for a single lower design artifact, and vice versa; this corresponds to a broad vision of design flows seen as Petri nets rather than mere graphs (see Section 4.3). In such case, the mathematical relations (satisfaction, equivalence, preorder, etc.) between upper and lower design artifacts must still be proven, possibly with the additional complexity of proving the coherence between design artifacts at the same level of the design flow.

2. In a fully-formal design flow, the design artifacts can be models or programs, but also properties. Starting from the informal requirements, it is often easier to formalize requirements using declarative specifications (i.e., collection of properties). Only then should the development of operational specifications (i.e., models) be undertaken. Therefore, a fully formal design flow is likely to exhibit the following chain:

\[
\text{(informal requirements)} \rightarrow \text{properties} \rightarrow \text{models}_1 \rightarrow \text{models}_2 \rightarrow \ldots \rightarrow \text{models}_n \rightarrow \text{(implementation)}
\]

where parentheses enclose design artifacts that, strictly speaking, are out of the flow if they are informal. For small problems, models may be omitted, so that properties are directly proven on the program. For large problems, there can be several increasingly detailed models leading to the final implementation.
3. Refinement-based methodologies rely on the hypothesis that the top-level requirements are perfect, so that one just has to maintain consistency all along the refinement chain to obtain a proper implementation. This hypothesis rarely holds in practice. The top-level requirements are frequently incomplete, they do not describe the system exhaustively, and need to be revised and enriched as the design progresses. Moreover, the top-level requirements focus on the external behavior of the system under design, and as the system gets structured into components, additional properties must be introduced in the design flow to describe the expected relations between components, the characteristics of those components reused to build the system, and of the hardware platform(s) on which the system will execute. Finally, refinement often introduces new assumptions to be taken into account and new properties to be verified, which are called proof obligations (or derived requirements, or verification conditions).

4. When performing a design step “$m_i \rightarrow m_{i+1}$” from a model $m_i$ to another model $m_{i+1}$, one must prove that $m_{i+1}$ correctly refines $m_i$, which is often done by showing that an equivalence ($m_i \approx m_{i+1}$) or, at least, a preorder relation ($m_i \triangleright= m_{i+1}$) holds between both models. Many equivalences and many preorder relations have been proposed in the scientific literature; unfortunately, the equivalences and preorders that are most relevant in practice (i.e., mathematically and algorithmically) do not preserve all suitable properties, meaning that, given some useful property $p$, one may have:

$$(m_i \models p) \land (m_i \approx m_{i+1} \lor m_i \triangleright= m_{i+1}) \land (m_{i+1} \not\models p)$$

This clearly violates the so-called refinement monotonicity principle that underlies refinement-based methodologies, as properties established at some stage of the design flow may no longer hold at the next stage after a verified refinement step. To illustrate such a situation, three examples can be given: (i) refinements based on the trace inclusion preorder preserve safety properties but not liveness properties, which are only preserved by more involved forms of refinement [AL91, SGSAL98]; (ii) weak behavioral equivalences such as observational equivalence [HM80, Mil80] and branching bisimulation [vW89, vW96] preserve deadlocks but not livelocks (i.e., divergence); (iii) a preorder relation $m_i \triangleright= m_{i+1}$ ensures that model $m_{i+1}$ properly implements all features specified by model $m_i$, but also allows $m_{i+1}$ to implement more features than specified by $m_i$: consequently, “negative” properties stating what $m_i$ cannot do are not preserved under preorder-based refinement steps [Rus93, p. 50].
These four remarks have major impact on the concept of fully-formal design flows. Remark 1 justifies the description of design flows as Petri nets rather than graphs. Remark 2 confirms the coexistence of properties and models in flows, ruling out the conception of design flows that would be exclusively model-based. Remarks 3 and 4 question the principles of refinement-based methodologies in two ways: assumptions and properties unrelated (or not directly related) to the initial requirements may enter the design flow at any stage, and certain classes of properties should be verified on late steps only — as they would not be preserved by refinement if verified on early steps.

This suggests to abandon the vision of a single flow — even if it mixes models and properties — and to consider instead a double flow: a flow of models and a flow of properties. Both flows originate from the initial requirements and progress in parallel. To each model in the first flow corresponds a set of properties in the second flow. The flow of properties evolves (by introduction, transformation, or discharge of properties) to follow the flow of models. Equivalence and/or preorder relations should hold all along the flow of models, and satisfaction relations should be verified between each model and its corresponding set of properties.

The flow of properties should be supported by software tools for managing large collection of properties, checking the consistency of properties, and ensuring traceability of properties throughout all system development steps, from initial requirements to implementation code.

An important question is to decide when a particular property should be verified. The answer is: as soon as possible, to favor early detection of errors, provided that all subsequent steps preserve the truth value of this property from the point it is verified to the final implementation.

Finally, fully-formal design flows are particularly demanding in terms of management of changes (see Section 4.4.3). Each time an upper design artifact (in a descending flow) or a lower design artifact (in an ascending flow) is modified, the derived design artifacts must be created again, and the related quality steps (e.g., refinement proofs) must be redone.

### 4.8 Formal design steps

Formal flows have many traits in common with conventional flows. In this section, we only present the major points where formal methodologies differ from conventional ones, namely:

- the formalization of requirements in ascending flows,
- the refinement steps in ascending flows, and
- the abstraction steps in ascending or descending flows.
4.8.1 Formalization of requirements

In formal design flows, formalization of requirements is the step at which informal and formal concerns meet together. This is a key step, as refinement-based approaches in descending flows crucially rely on the hypothesis that the top-level requirements produced during the early design steps are formal and correct. Three approaches may be used to formalize requirements:

- **One-step approach**: the requirements for the system under design are directly specified in a formal language. Although such a direct approach is ideal, it might only be feasible if the system is simple enough and if the requirement specifiers are perfectly fluent in formal methods.

- **Two-step approach**: the requirements for the system under design are first written informally or semi-formally (using the conventional techniques described in Section 4.6.2), and then specified in a formal language. This is the standard approach for most projects (see, e.g., [Abr06, Section 4.10] and [Abr10] for a discussion on the co-existence of informal and formal requirements). The two-step approach enables to divide the overall complexity between system designers, who build informal requirements, and formal methods experts, who translate informal requirements into formal ones.

- **Three-step approach**: the requirements for the system under design are first written informally, then expressed in a semi-formal language, and finally specified in a formal language. The argument put forward for introducing semi-formal requirements is the difficulty of moving directly from informal to formal requirements. Although such difficulty may be real, it should be primarily addressed by choosing well-adapted formal methods and by properly training the specifiers. Also, semi-formal requirements demand additional translation steps, the correctness of which cannot be checked automatically, and thus increase, without clear benefit, the risks of errors and misunderstandings.

In practice, things are less simple, as the development of requirements is a fast-evolving iterative process. In particular, the mixing of informal and formal requirements is often unavoidable and supported, if not encouraged, by several methodologies. Such mixing may take several forms:

- In the same design artifact, formal requirements may be accompanied with informal explanations intended to readers who are not experts in formal methods [Rus93, p. 80].

- At the same time instant, certain requirements may be already formal while others are kept informal, their formalization being deferred to
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a later stage [JHL11], taking advantage of the \emph{constructive ambiguity} permitted by such ability to postpone design decisions.

• For the same system, one may decide that only certain requirements (e.g., the most critical ones) will be formally specified and analyzed [ELC\textsuperscript{+}98] [EC98] — this is the idea behind lightweight formal methods and partially-formal design flows (see Section 4.7.4).

It is not mandatory to use one single language for all kinds of requirements. Having a single formal unified language would be desirable, but remains an open research problem; until a solution is found, combining different languages (and different analysis tools) is certainly a better option than sticking to a single language appropriate only for certain types of requirements and clumsy for others, the expression of which is thus prevented or discouraged.

A related question is whether requirements should be formalized in terms of models (see Section 3.4.3) or properties (see Section 3.5.3). Regarding this question, partly addressed already in Section 4.7.5, the following observations can be made:

• Being declarative rather than operational, properties are more abstract and more likely to avoid overspecification issues than models, which — especially when they are executable — are often more detailed and implementation-dependent than suitable at the early steps of design flows (see, e.g., [HJ90] and [Rus93, p. 143-144], which states the concern that expressing requirements in terms of prototypes or executable models intended for simulation may “degenerate into hacking\textsuperscript{7}”).

Therefore, in the classical vision of formal design flows (e.g., [Rus93]), property-oriented specifications are preferred at the requirements level. Model-oriented specifications are usually produced later, either during translation-based requirements validation (where property-oriented requirements are checked by reformulation into model-oriented ones) or during formal design steps.

The same vision is adopted by refinement-based approaches, such as B and Event-B, that express top-level requirements in a declarative manner first, even if their specification languages merge both notions of models and properties into a unique notation.

Further reading:
▷ Wikipedia: B-Method

\footnote{Here, the word “hacking” means poor programming without clear prior design.}
• Conversely, formulating requirements directly in terms of models may have advantages. First, certain parts of the requirements (e.g., data types, data operations, state machines, etc.) may be natively executable, without lending themselves to multiple, functionally different implementations. Also, executable models can be presented to stakeholders that do not have a computer science background, and validated using a larger set of techniques, among which simulation (see Section 4.9.12 below).

• In the case of the double flow mentioned in Section 4.7.5 (property flow and model flow), the informal requirements may be translated into two formal specifications (a model-based one and a property-based one) possibly developed by two independent teams (a design team and a verification team). The early comparison of both specifications can be used to detect defects in informal requirements.

Whichever approach is followed, formalization of requirements is a difficult task that demands multiple competences: specification writers must master the chosen formal method(s), understand the system under design, and be capable of dialoguing with stakeholders of different backgrounds. However, when used by specifiers with proper training and experience, formal methods are beneficial and lead to requirements of higher quality. There are several reasons for this:

• Formal methods encourage to consider problems with a logical mindset and to pay greater attention to modeling details.

• Certain formal methods provide well-designed dedicated constructs for expressing concurrency, dependability, security, etc. that help specifiers to think and describe complex systems adequately.

• Expressing requirements in a formal notation (i.e., using formal methods at level of rigor 3) reveals many hidden defects, especially ambiguities and incompleteness issues, i.e., vague or missing elements.

4.8.2 Refinement steps

In conventional design flows, there are various kinds of design steps (see Sections 4.3.2 and 4.6.3 to 4.6.5). The situation is globally similar in fully-formal descending flows, with two main differences:

1. The steps in formal design flows are likely to be of lower complexity and in greater number, as refinement-based methodologies rely on the divide-and-conquer paradigm to reduce complexity and render verification tractable.
2. Each of these steps should explicitly state and verify mathematical conditions required to preserve the properties of interest obtained so far (e.g., consistency of the specifications) and avoid introducing errors in the design flow. More often than not, a flow of properties has to be maintained in parallel of the flow of models and programs (see Section 4.7.5).

Formal methodologies pay a great attention to certain design steps, which we call refinement steps, that go from upper to lower design artifacts according to systematic semantics-preserving transformations. One may distinguish several (not necessarily mutually exclusive) classes of refinement steps:

- **Enrichment steps**: They progress the design of the system by gradually incorporating new requirements into formal models, thus making these models increasingly more detailed.

- **Concretization steps**: They make the system definition more precise by taking design decisions that resolve choices previously left open. Such steps may reduce nondeterminism, e.g., when replacing a non-deterministic specification by a deterministic implementation.

Further reading:
- Wikipedia: Refinement_(computing)#Data_refinement

- **Translation steps**: They encompass compiling, code generation, synthesis, and similar kinds of transformation from upper to lower design artifacts. These steps can be performed manually (see Section 4.6.4) or automatically (see Section 4.6.5); they may be similar to conventional steps, but require a rigorous attention to semantics preservation.

- **Decomposition steps**: They split the upper design artifact into lower-level components using top-down and/or bottom-up decomposition strategies (see Sections 3.2.1, 3.2.2, and 4.5.2). As with conventional methodologies, the expected functionality of each component is specified first, each component is then developed independently (or reused if it already exists), and finally all components are assembled together.

In a formal design flow, one must prove that the composition of components behaves as expected. This is usually done in several steps, to avoid the late discovery of errors during integration steps: (1) formal models are developed to describe precisely the expected behavior of each component — these are not merely interfaces as in conventional approaches but richer semantics-oriented behavioral interfaces;
one then proves (2) that the composition of these models properly refines the upper design artifact, and (3) that the implementation of each component properly refines the formal model of its behavior.

Certain systems are easy to decompose into components but, in general, finding a suitable decomposition requires expertise and foresight, as wrong decisions in defining components may have to be undone later if they make verification difficult or even impossible. An additional difficulty is that the decomposition that best suits the needs of formal verification does not necessarily coincide with the actual decomposition used to implement the system.

- **Replacement steps:** During maintenance, certain system components can be replaced by newer components that provide more features, or deliver better performance, or are less expensive, or are just forced substitutes for obsolete or unavailable components. The replacement can be one-to-one or one-to-many, many-to-one, or many-to-many, in which case a group of components is replaced by another group.

One must prove that the system obtained after replacement satisfies the same requirements as the system before replacement. One way to proceed is to redo all required quality steps from scratch. A better way, when applicable, is to prove, between the replaced and replacing components, some behavioral equivalence or preorder that preserves all (or many) properties of interest. Again, to do so, one needs behavioral interfaces rather than mere interfaces. Preservation of properties is only possible if the composition of components is semantically compatible with the behavioral equivalence or preorder relation, e.g., if this relation is a congruence with respect to composition. In most process calculi, for instance, strong and branching bisimulation are congruences with respect to parallel composition operators, which enables parallel components to be replaced with bisimilar ones.

**Further reading:**
- Wikipedia: Congruence relation
- Wikipedia: Bisimulation

### 4.8.3 Abstraction steps

As stated in Section 4.7.1, **abstraction steps** take as in inputs lower design artifacts (namely, programs, circuit descriptions, or concrete models) and deliver as outputs higher design artifacts (namely, more abstract models), Abstraction steps produce formal design artifacts from possibly informal or semi-formal ones. They are used in both ascending flows (to establish formal
models of an already existing system) and descending flows (to perform verification by abstracting away irrelevant details).

In the former case, an abstraction step is basically the opposite of a refinement step. One seeks to retroactively build a flow that helps to better understand how the system works and, possibly, demonstrates that the system was properly designed. Although this flow is built a posteriori, progressing from the lower to the upper design artifacts, it should eventually have the same qualities as refinement-based flows, i.e., mathematical relations should hold between upper and lower design artifacts to prove that properties of interest are preserved all along the flow from the initial requirements to the final implementation.

In the latter case, the goal is different. Rather than constructing an entire ascending flow going back to the initial requirements, one merely seeks to analyze a given lower design artifact efficiently. The upper design artifacts produced by such abstraction steps are only useful to verification and are not necessarily intended to represent or document the system entirely.

In the remainder of this section, we focus on the latter type of abstraction steps and their interaction with subsequent quality steps.

The application of an abstraction step to a lower design artifact $L$ produces an upper design artifact $U$ that is simpler than $L$ (see Section 3.4.6 for examples of model abstractions) with the expectation that formal verification becomes tractable on $U$ if it was difficult or even infeasible on $L$.

For the same lower design artifact $L$, various upper design artifacts $U$ may be constructed using different abstractions. In particular, if several (classes of) properties $P$ are to be verified on $L$, each model $U$ may be specifically tailored to a particular (class of) property $P$. Such property-driven abstractions are a powerful means to break down verification complexity. Notice that there is a permanent methodological tradeoff between applying a few “conservative” abstractions that preserve many properties and applying many “aggressive” abstractions preserving each a few properties.

For those abstraction steps intended for verification only, the mathematical relations between upper and lower design artifacts may be weaker than in refinement-based (ascending or descending) flows. Given a lower design artifact $L$, an upper design artifact $U$ obtained from $L$ by applying an abstraction $A$, and a property (or a class of properties) $P$ of interest that can be more easily verified on $U$ than on $L$:

- $A$ is said to be an exact (or faithful, or strongly preserving) abstraction with respect to $P$ iff $L \models P \iff U \models P$, meaning that verifying $P$ on the abstract model is equivalent to verifying $P$ on the original one.

Exact abstractions are ideal from a methodological point of view; in practice however, undecidability results (namely, Gödel’s incomplete-
There is a fundamental theorem and Rice’s theorem) make it impossible to automatically prove important properties for any arbitrary model. Therefore, in order to have automatic abstraction steps, one is often forced to consider abstractions that are inexact, i.e., that deliberately lose information of $L$ relevant to $P$ when building $U$.

- $A$ is said to be a **sound** (or conservative, or weakly preserving) abstraction with respect to $P$ iff $U \models P \implies L \models P$. If $A$ is sound, the abstract model $U$ is an over-approximation of the original model $L$, i.e., $U$ contains the abstract images by $A$ of all elements of $L$ (e.g., states, transitions, behaviors, etc.) that are relevant to evaluate $P$.

Using a sound abstraction, one can **verify** properties on the abstract model: if $P$ is proven to be true on $U$, $P$ will also be true on $L$. Sound abstractions avoid the risk of false negatives: if there is a violation of $P$ in $L$, it is certain that $P$ is also violated in $U$, meaning that no error is missed by studying the abstract model only, whereas unsound (or too coarse) abstractions may introduce false negatives (i.e., $P$ true on $U$ but false on $L$).

- $A$ is said to be a **complete abstraction** with respect to $P$ iff $L \models P \implies U \models P$. If $A$ is complete, the abstract model $U$ is an under-approximation of the original model $L$, i.e., $U$ is contained in the abstract images by $A$ of all elements of $L$ (e.g., states, transitions, behaviors, etc.) that are relevant to evaluate $P$.

Using a complete abstraction, one can **falsify** properties on the abstract model: if $P$ is proven to be false on $U$, $P$ will also be false on $L$. Complete abstractions avoid the risk of false positives: if a violation of $P$ is detected in $U$, it is certain that $P$ is also violated in $L$, meaning that no false alarm is triggered when studying the abstract model, whereas incomplete abstractions may introduce false positives (i.e., $P$ false on $U$ but true on $L$).

There are plenty of possible abstractions (see Section 3.4.6 for examples). The main difficulty is to find suitable abstractions, i.e., abstractions that both preserve correctness and reduce verification complexity. This is a delicate choice, guided by several considerations:

- A suitable abstraction does not only depend on the models and properties to be analyzed; it must also take into account the strengths and limitations of the chosen verification technology.

- There is often a tradeoff between soundness and completeness, i.e., tolerating either false negatives or false positives, occurrences of which must be dealt with manually. Notice that many commercial tools used
to find bugs in conventional methodologies rely on inexact abstractions that are neither sound nor complete: the presence of both false negatives and false positives does not yet prevent these tools from being useful in practice.

- Because it is often difficult to find a suitable abstraction in one stroke, there are abstraction refinement approaches (see Section 4.9.10 below) that take a candidate abstract model \( U \) for an original model \( L \) and try to automatically generate abstract models \( U' \) closer to \( L \) than \( U \).

### 4.9 Formal quality steps

Although formal methodologies produce design artifacts of higher quality, the need for quality steps (i.e., verification and validation activities) remains. Writing specifications using formal notations does not necessarily make them correct. There are various reasons why formal design steps may be erroneous, and why design artifacts developed using formal methods may contain mistakes.

Even fully-formal design flows do not suppress the need for quality steps. To the contrary, quality steps play a crucial role in such flows to guarantee that consistency is preserved from end to end. Concretely, such flows generate proof obligations (or verification conditions) that must be satisfied to ensure, e.g., that a lower design artifact correctly refines an upper design artifact, or that all the intended properties of a model hold.

In the next sections, we review those formal means to ensure the correctness of design steps, but also of quality steps themselves.

#### 4.9.1 Correct-by-construction approaches

*Correct by construction* (also: *correct by design, safe by construction, safe by design, secure by construction, secure by design*, etc.) expresses the idea of designing a system in such a way that the verification effort can be reduced, or even suppressed in certain cases. Various methodological approaches can be combined to make this idea feasible:

1. The methodological principles and quality-by-design principles stated, respectively, in Sections 4.4 and 4.5 should be followed to the largest possible extent.

2. Fully-formal design flows (and, particularly, refinement-based methodologies) contribute to make verification easier by dividing complex proofs into simpler ones. Although this does not solve all problems, it tends to clearly separate and serialize issues.
3. Using safe or secure languages (see Section 4.6.4) is another means to ensure the absence of certain classes of errors or vulnerabilities, possibly at the price of reducing expressiveness and/or performance. Conversely, the use of languages with features known to be error- or vulnerability-prone, or that are difficult to handle by verification tools should be avoided in correct-by-construction approaches.

4. When translation tools (e.g., compilers, code generators, synthesis tools, model extractors, etc.) are used in automatic design steps, there is no need for corresponding quality steps if these tools have been formally proven to be correct, or if they produce machine-checkable proofs that the outputs they generate are correct. A typical example is the CompCert C compiler [BDL06, Ler06, BFL+11]. For safety- and security-critical applications, it is advisable to use translation tools that have been certified or, at least, are reputed to have no or very few defects.

Further reading:
- Wikipedia: Compiler_correctness
- Wikipedia: CompCert
- The CompCert project – http://compcert.inria.fr

5. Finally, there exist theoretical results guaranteeing that a design artifact having certain global properties can be decomposed into components having certain local properties, or that a composition of components automatically satisfies certain global properties if the components satisfy certain local properties and if they are assembled in a certain way.

Correct-by-construction approaches are attractive, as they promise to deliver zero-defect quality while suppressing the need for quality steps or, at least, making them less difficult. A positive effect of these approaches is to encourage the systematic design of systems that are easier to verify — yet often at the expense of a performance decrease, which is the corollary for a complexity reduction. One should also keep in mind the strict conditions under which these methods can be used, and carefully examine whether these hypotheses hold or not.

4.9.2 Correct-by-verification approaches

In many cases, correct-by-construction approaches are not applicable, so that one cannot avoid quality steps involving formal verification (also named
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**correct-by-verification** approaches. Said differently, if one is unable to develop a system guaranteed to satisfy its requirements, one must check whether these requirements are satisfied by the system. There are many examples of situations in which quality steps are necessary:

- Initial requirements and environment assumptions which, even if properly formalized, may be erroneous and must be checked carefully — this is the role of validation activities;
- Manual or semi-automatic design steps that require creativity from system designers/developers and are thus subject to human mistakes;
- Automatic design steps based on translation tools that are not proven to be correct and may thus introduce errors in the design flow;
- Refinement steps that generate proof obligations to be verified so as to ensure the correctness of the flow;
- Abstraction steps whose soundness and completeness need to be demonstrated formally;
- Composition steps leading to a global behavior whose correctness cannot be easily deduced from that of the individual components;
- Properties that are so specific to the system under design that they are not considered by any correct-by-construction methodology.

In correct-by-verification approaches, it is sometimes difficult to distinguish between design steps and quality steps: a design step is immediately followed by a corresponding quality step; in many cases, both are performed simultaneously, according to Dijkstra’s recommendation to “develop proof and program hand in hand”.

4.9.3 Panorama of formal quality steps

Quality steps play a central role in formal methodologies, where they are more thorough, systematic, and diverse than in conventional methodologies. First, most conventional quality steps are also applicable to formal specifications, as well as to informal specifications. More precisely, formal specifications (model-based or property-based) can be subject to reviews and static analyses, and formal executable model-based specifications can be subject to dynamic analyses (based, e.g., on code generation or simulation).

But formal methodologies also have specific quality steps, which are based on mathematical theories and sophisticated algorithms seldom used in conventional methodologies. Such formal quality steps are multiple and diverse, the main ones being:
• theorem proving
• model checking
• equivalence checking
• extended type checking
• abstract interpretation
• generation of test cases
• synthesis of monitors for run-time and log analysis
• performance and dependability estimations

Further reading:
▷ Wikipedia: Formal_verification
▷ Wikipedia: Formal_methods#Verification
▷ Wikipedia: Automated_theorem_proving
▷ Wikipedia: Model_checking
▷ Wikipedia: Formal_equivalence_checking
▷ Wikipedia: Type_system
▷ Wikipedia: Abstract_interpretation

In the spectrum of V&V activities, formal methods are primarily oriented towards verification. However, they also contribute to validation, both at the beginning of the design flow (i.e., with requirement validation) and at its end (e.g., with testing, run-time validation, post-silicon validation, etc.).

Further reading:
▷ Wikipedia: Post-silicon_validation

For a real system, there are many properties to be verified; moreover, these properties evolve all along the design flow. It is by no means mandatory to use the same formal technique(s) to verify all properties. Certain properties can be dealt with using, e.g., model checking or abstract interpretation, while other properties will be checked manually or using theorem proving. If some properties cannot be verified formally, they can be subject to less stringent analyses (such as testing or run-time analysis) that, even if they are not exhaustive, can still benefit from formal methods.

This raises the question of how to select an appropriate formal verification technique for a given quality step. Because most useful verification problems are undecidable, no software tool can solve them in full generality. To be tractable, computer-aided analyses must be restricted in a way or another:

• As mentioned in Section 1.3.1, one must accept restrictions on at least one out of three desirable criteria: expressiveness, accuracy, and automation.
Moreover, these three criteria often conflict with each other: in many cases, there is a tradeoff between expressiveness and accuracy, as well as between expressiveness and automation.

Therefore, the choice of a particular formal verification technique necessarily results from a compromise between antagonistic criteria, and the decision should only be taken after a careful examination of the design artifacts (models and properties) under study and quality goals to achieve.

In the next sections, we review selection criteria for formal quality steps, with the intent of establishing a taxonomy.

4.9.4 Static vs dynamic quality steps

The distinction between static and dynamic analyses used above for conventional quality steps (see Sections 3.5.6, 4.6.8, and 4.6.9) becomes less relevant for formal quality steps. The following observations can be made:

- Theorem proving is usually considered as a static verification method, because it is performed on the source code of models or programs.

- Model checking is considered as a dynamic verification method, at least in its explicit-state variant, which is based on the forward exploration of reachable states. However, in its symbolic variant based on the forward or backward exploration of classes of states, model checking is rather a static verification method — or perhaps a combination of static and dynamic approaches.

- Abstract interpretation is fundamentally a static verification method, but it performs symbolic execution of models or programs and, thus, can also be seen as a dynamic verification method.

Further reading:
- Wikipedia: Symbolic_execution

- Testing and run-time monitoring are typically dynamic methods but, when formal methods are used to generate test cases and synthesize monitors, this is usually done in a static manner.

More generally, any automatic formal analysis relies on fixpoint computation regarding the flow of execution and, thus, has dynamic aspects. Therefore, the traditional distinction between static or dynamic analyses does not provide a suitable basis for a taxonomy of formal quality steps.
4.9.5 Generic vs specific quality steps

A better criteria for comparing formal verification techniques is their degree of generality. Certain approaches are generic, in the sense that they can address a large class of verification questions, whereas other approaches are specific, meaning that they are specialized for a given verification problem.

This criterion is closely related to the expressiveness of the language(s) in which the models and properties have to be described, as language limitations are the usual way in which verification tool developers restrain generality. In particular, this criterion is related to the distinction between generic and specific properties (see Section 3.5.7) and to the difference between zero-, one-, and two-language approaches (see Section 3.5.9).

More often than not, focusing on a specific verification problem enables to use dedicated algorithms that are more accurate and/or computationally efficient. However, general-purpose verification tools may be easier to integrate in existing design flows, benefit from larger user communities, and can be optimized too for handling particular situations efficiently.

The following verification techniques can be classified as follows:

- Theorem proving is generic and may address a large spectrum of problems ranging from pure mathematics to applied issues in system design.

- Model checking is usually considered as generic, especially when its modeling language and temporal logics are expressive enough. But there also exist specific forms of model checking dedicated to particular problems, e.g., proving security properties of cryptographic protocols.

- Equivalence checking is quite specific at first sight; notice however that multiple, diverse properties can be expressed as comparisons against well-chosen models, using appropriate equivalence or preorder relations and carefully selected abstractions.

- Abstract interpretation, although very general in its principles, is mainly used to check specific properties, such as assertions, absence of run-time errors, memory consumption, and worst-case execution time.

4.9.6 Exact vs approximate quality steps

A second criteria to classify formal quality steps is the accuracy of their results. This encompasses various aspects. One must first consider the capability of a given formal verification technique to provide any result at all; this cannot be taken as granted:
• Certain verification algorithms (e.g., abstract interpretation) give inconclusive (“don’t know”) answers to questions they cannot solve.

• Because some verification problems are semi-decidable, software tools (e.g., theorem provers) implement semi-decision procedures that may either give correct results or never terminate.

• Verification algorithms with heavy demands in computing resources may abruptly stop with inconclusive results when these resources get exhausted; this is the case of model checkers, which make intensive use of memory and mail fail because of the state-explosion problem.

Then, when verification results are available, their accuracy should be considered. Because abstractions are often used to replace an undecidable problem by a decidable or semi-decidable one, verification algorithms may be classified (following Section 4.8.3) into exact ones, which precisely answer to a given question, and approximate ones, the results of which are subject to under- and/or over-approximations:

• With exact algorithms, verification results are guaranteed to contain all errors and only “real” errors. For instance, the explicit-state variant of model checking (which does not use abstractions) is an exact verification approach — at least when the computation terminates without being halted by state explosion, and when the verified temporal logic formulas faithfully characterize the expected behavior of the system under design.

• With over-approximations (i.e., sound abstractions), verification results may contain false positives. A typical example is given by abstract interpretation tools, which traditionally produce false alarms, i.e., spurious warning messages about non-existent issues.

• With under-approximations (i.e., complete abstractions), verification results may contain false negatives. A typical example can be found with simulation, testing, run-time and log analyses, which can detect violations of, e.g., safety and security properties, but cannot prove that such properties are satisfied.

This suggests classifying formal quality steps according to their degree of ambition. Given a desirable property \( \varphi \), two groups can be distinguished:

1. *Methods for establishing that \( \varphi \) holds on all possible executions of the system.* These methods aim at verifying \( \varphi \), so as to prove that the system under design is correct (or safe, or secure, etc.) as far as \( \varphi \) is concerned. This is the original motivation behind formal methods
and, for this reason, formal verification is often equated with proof of correctness. Theorem proving, of course, but also model checking and abstract interpretation, belong to this first group of methods.

2. **Methods for showing that \( \varphi \) does not hold on some executions of the system.** These methods aim at falsifying \( \varphi \) by exhibiting situations in which the system under design is incorrect (or unsafe, or insecure, etc.) with respect to \( \varphi \). Simulation, testing, run-time and log analyses are typical examples of such methods that search for design or programming mistakes, and which are usually referred to as *bug hunting*. Also, model checking, when it cannot explore all possible execution because of state explosion, as well as model checking variants that only explore a defined subset of possible executions (such as *bounded model checking*, which restricts its explorations to some maximal depth) belong to this second group of methods.

Clearly, methods in the first group are more ambitious than methods in the second group. They are more general too: if a method can prove that a property \( \varphi \) always holds, then it can prove that \( \varphi \) sometimes holds, and also that some other property \( \varphi' \) sometimes does not hold (by taking \( \varphi' = \neg \varphi \), assuming that the set of desirable properties is closed under negation).

In practice, bug hunting methods are often effective at finding mistakes. The main risk with these methods is to replace verification with debugging, with no guarantee that the system is correct after all reported errors have been fixed. Yet, bug hunting methods contribute to enhance the quality of the system, especially when more ambitious methods fail to establish the correctness of the system.

Finally, formal quality steps should be capable of providing not only a Boolean result (i.e., correct or incorrect), but also diagnostics (see Sections 3.5.1 and 3.5.2) that explain why this result is true or false. The methodological role of diagnostics will be further discussed in Sections 4.9.8 and 4.9.9 below.

### 4.9.7 Manual vs automatic quality steps

A third criteria to classify formal quality steps is their degree of automation. These steps, like design steps, can be manual, semi-automatic, or automatic. In principle, manual quality steps can address any verification problem, up to the limits of human intelligence. In practice, however, they face various limitations:

- They have to be performed by skilled experts;
- They are tedious and thus cannot easily deal with large systems;
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- They may contain human (individual or group consensus) mistakes;
- They often must be redone from scratch in case of revision steps.

For these reasons, automatic quality steps are generally preferred:
- In principle, they are easier to use by non-experts;
- They are more likely to scale to large industrial systems;
- They do not rely on intuition and are thus less subject to human errors;
- They are repeatable and can thus be rerun after revision steps.

These arguments justify the strong desire for “push-button verification” that potential users of formal methods frequently express. Automatic quality steps, however, have drawbacks:

- Many automatic analyses operate on formal design artifacts that require expertise if they are produced manually or semi-automatically;
- Because of undecidability issues (see Section 1.3.1), fully automatic analyses are necessarily restricted in expressiveness and/or accuracy;
- Even with such restrictions, automatic verification algorithms often have a high computational complexity that limits their scalability.

One may also resort to semi-automatic steps, i.e., less ambitious approaches combining human insight and machine support. For instance, a large part of the proof obligations generated by a refinement step may be discharged (i.e., proven) automatically using a theorem prover, while the remaining ones have to be verified manually. Also, a human user may guide a theorem prover by providing lemmas, i.e., intermediate goals that guide the proof.

Even when semi-automatic or fully automatic quality step are used, one should not underestimate the human effort required to provide verification tools with acceptable inputs (models, properties, abstractions, etc.), to guide the tools to obtain useful outputs, and to properly interpret these outputs.

4.9.8 Errors in formal quality steps

Quality steps are meant to ensure that design steps are correct. But what if quality steps themselves are incorrect? Quite symmetrically with design steps, this may occur under two circumstances:

- If the quality steps are performed manually or semi-automatically, they may be affected by human mistakes. In mathematics or computer science, for instance, it is not uncommon that incorrect proofs of theorems or algorithms get accepted for scientific publication after
defeating the vigilance of peer reviewers. This is even truer of quality-related proofs for large systems, as these proofs are lengthy, detailed, and thus likely to contain mistakes.

To address this issue, it is advised to formalize manual proofs using a theorem prover, which will help to provide all missing demonstration steps, and then automatically check the resulting proofs. This later step, called proof checking [Sha88b] or justification [Bru91], is different from theorem proving in the sense that a theorem prover produces (possibly with human assistance) a novel proof, whereas a proof checker only verifies the correctness of an existing proof.

Theorem provers and proof checkers often detect hidden flaws in manual proofs (see, e.g., [RH93]), leading to more reliable and more complete proofs. Other formal approaches, such as model checking or equivalence checking, can also reveal incorrect manual proofs by producing counterexamples (see, e.g., [GM97]).

Further reading:
- Wikipedia: Proof_assistant
- Wikipedia: Automated_proof_checking

• If the quality steps are performed automatically, the verification tools used may be bogus, i.e., produce results containing unexpected false negatives and/or false positives. Although such issues should not be underestimated, their severity is attenuated by two factors:
  
  – Serious errors in verification tools having a large user community are likely to be detected, reported, and fixed.
  
  – Many verification techniques already generate false positives, which verification engineers know how to handle.

Unexpected false negatives are more serious, as they may prevent detecting errors and lead to accept incorrect design artifacts. There are three possible answers to this problem:

  – Ideally, verification tools should be themselves proven to be correct or, at least, qualified according to rigorous criteria.
  
  – One could perform the same verification tasks using two different tools, so as to double check the results. However, [Rus93, p. 85] points out that “the resources expended on such second opinions would probably be better expended on independent scrutiny of the assumptions and modeling employed, which are rather more likely to be faulty than mechanically-checked proofs”.


— Certain verification tools (namely, theorem provers) produce machine-readable proofs that can be separately verified by a proof checker. Because proof checkers are much simpler than theorem provers, their correctness can be formally demonstrated, either manually or even automatically, thus providing sound foundations to proof checking activities.

Even if errors can occur in quality steps as well as in design steps, and even if current verification tools cannot be trusted as infallible oracles, such errors do not have a high probability to occur in practice, and there are ways to detect and cope with them. In any case, the possibility of such errors cannot be seen as a serious obstacle against formal quality steps.

Let us mention that formal methods reduce the likelihood of such errors by paying a great attention to semantic issues. In particular, the situation in which different tools for the same language — i.e., tools from different software vendors or tools from the same vendor but with different functionalities (e.g., a simulator, a compiler, a verifier, etc.) — would have diverging, incompatible behaviors is likely to be quickly detected in the context of formal methods, which will unambiguously indicate which tool is faulty.

In the sequel, we assume that the formal quality steps are correct.

### 4.9.9 Diagnostics in formal quality steps

As mentioned above, formal quality steps should give diagnostics that justify why a verification result is true or false. When this result is true, diagnostics enable to cross check its correctness (see Section 4.9.8). When this result is false, diagnostics help human users to understand why a design artifact is incorrect, or to conclude about the occurrence of false positives. These are examples of diagnostics to be provided when a formal quality step fails:

- When a set of requirements is inconsistent, a suitable diagnostics should indicate which requirements in this set are mutually incompatible, and try to explain why.

- When a run-time error may occur, or when an assertion (or precondition or postcondition) may be violated, a suitable diagnostics should give the execution path(s) leading to this problem.

- When a security property does not hold, a suitable diagnostics should provide a corresponding attack scenario.

- When, in equivalence checking, two models are not equivalent or contained one into another, a suitable diagnostics should precisely indicate
the point(s) where models differ. Quite often, this diagnostics takes
the form of a distinguishing trace that both models can execute and
that leads to a point where models behave differently.

- When, in model checking, a temporal logic formula is not satisfied by
  a model, a suitable diagnostics should exhibit a model fragment that
  makes the formula invalid. If the temporal logic is linear time, this
diagnostics is likely to be a trace or a set of traces; if the temporal
logic is branching time, this diagnostics can be a trace, a tree, or even
an arbitrary graph containing circuits.

Notice that diagnostics are also useful when a temporal logic formula
is satisfied by a model. For instance, the diagnostics generated for
properties stating that it is possible to execute a given scenario or
reach a given state can be used as test cases (see Section 4.9.13 below).

Understanding errors and fixing them are tedious, time-consuming tasks
that cannot be easily automated. Therefore, the diagnostics generated for
human users should match two criteria:

1. They should be minimal, i.e., not contain spurious or redundant in-
formation. In general, there is no unique definition of diagnostic mini-
mality, but common sense guidelines. For instance, a trace leading to
a problem should be as concise as possible and avoid including states
and events that are not related to the problem. Similarly, if a system
contains many variables, a suitable diagnostic should only display the
relevant ones.

2. They should be understandable, i.e., expressed at the same level as the
design artifacts produced by system designers, namely, in terms of the
source code of the models or programs under verification rather than
in terms of automatically generated lower-level artifacts. For instance,
if the diagnostics contain variables, the names of these variables should
be those used in the source code, rather than cryptic unique identifiers
generated by a compiler. Clearly, the more translation steps and/or
abstraction steps taking place between the source code and the core
verification algorithm, the more difficult it is to produce understand-
able diagnostics.

4.9.10 Iterations in formal quality steps

As stated in Section 4.3.5, the design of a complex system is usually an
iterative process: any conventional methodology must take into account the
existence of revision steps arising from design modifications, environment
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assumption changes, or quality steps. This is also the case with formal methodologies, which also implement “trial-and-error” or “design → check → fix → check again” cycles, until the system under design successfully passes its formal quality checks.

Revision steps in a formal design flow can take different forms, and formal quality steps themselves may be iterative. When verifying a design artifact, several cases must be considered — still excluding the possibility (addressed in Section 4.9.8) of mistakes in the formal quality steps themselves:

1. If the verification terminates and delivers a “correct” verdict, then two cases should be distinguished:
   
   - If no abstraction at all or only sound abstractions have been used during the verification: the design artifact is indeed correct.
   
   - If unsound abstractions have been used, then no conclusion can be made (residual errors may still exist due to false negatives); if an absolute confidence is deserved, the formal quality step should be done again, in a different way.

2. If the verification terminates and delivers an “incorrect” verdict, then one should carefully study the diagnostics provided by the verification tool(s), so as to precisely understand the reason of the problem. Three (not always mutually exclusive) cases should be investigated:
   
   - Perhaps the design artifact itself is indeed incorrect: if so, a revision step is required to modify this artifact, possibly overturning design decisions already taken.
   
   - Perhaps the property evaluated on the design artifact (e.g., using model checking) or the model to which the design artifact was compared (e.g., using refinement or equivalence checking) are themselves incorrect: if so, one needs to revise this property or this model, and restart the verification.
   
   - Perhaps this verification verdict is a false positive if incomplete abstractions have been used during the verification. If so, the diagnostics should be examined to determine whether the problem found in the abstract model also exists in the concrete model. If the problem only exists in the abstract model, then it is caused by the abstraction itself: in such case, one may either decide to

Further reading:
  
  ▶ Wikipedia: Trial_and_error
ignore the problem, or to get rid of the false positive by “enhancing” the abstraction, thus leading to a revised abstraction step, after which the verification has to be restarted.

The attempt at enhancing an abstraction is called abstraction refinement (or iterative abstraction refinement in order to emphasize the existence of an “abstract → check → refine → check again” cycle, meaning that it may be necessary to refine an abstraction several times). This can be done manually by a human expert, but there also exist automatic approaches implementing various strategies, e.g., assume-guarantee abstraction refinement [BPG08], counterexample-guided abstraction refinement (acronym: CEGAR) [CGJ+00] [CGJ+03], fixpoint-guided abstraction refinement [CGR07] [RRT08], heuristic-guided abstraction refinement [HSGS09], etc.

3. If the verification does not terminate satisfactorily, i.e., if it aborts after exhausting system resources (e.g., memory), if it does not deliver any result after an unacceptably long period of time, or if it delivers an inconclusive verdict because the problem is too complex, several ways to address the issue can be explored:

- One can try using more powerful computers to carry out the verification. Too often, formal verification is performed on standard, inexpensive hardware, although its computational demands plainly justify using (clusters of) high-end machines.
- One can try switching to a different verification algorithm. In general, verification tools implement various algorithms, which have to be selected manually, e.g., using command-line options.
- One can try submitting the problem to another verification tool, hoping that this latter tool will have better capabilities. In practice, this is often difficult due to the poor interoperability of verification tools, many of which use different input languages.
- One can try helping the verification tool, by providing additional information to make verification tractable. For instance, one can guide a static analyser by inserting assertions, constraints, invariants, etc. in the source code under study; one can guide a theorem prover by providing lemmas, tactics/strategies, etc.
- One can try to divide a refinement step that cannot be proven correct into several intermediate, less ambitious refinement steps, each of which is amenable to verification.
- One can try simplifying the design artifact under study by applying coarser abstractions, so as remove irrelevant details and make verification easier.
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– One can try exploiting the compositional structure of this design artifact, either by introducing a decomposition likely to enable divide-and-conquer verification, or by experimenting with another decomposition if the one(s) previously tried did not succeed.

– One can try replacing the property to verify by a weaker property that is still sufficient for the assurance purpose.

The above list is by no means exhaustive: formal verification requires both creativity (to imagine ways to solve apparently intractable problems) and method (to systematically explore the multiple possibilities). The fact that a quality step fails in a first attempt should not put an end to the verification effort, but should rather be taken as an opportunity to better think about the problem and perhaps revise the design to obtain a simpler, more reliable system.

4.9.11 Impact on reviews

In conventional reviews (see Section 4.6.7), informal design artifacts are scrutinized by one or several human examiners. Formal methods may impact this well-established process in various ways.

First, conventional reviews can also be applied to formal design artifacts (e.g., formal specifications of models and properties). The formal nature of these artifacts may encourage more precise discussions between reviewers. Yet, formality in itself does not solve all issues and may even create problems if reviewers whose domain of expertise is not computer science have problems understanding formal notations (many of which are poorly readable and not user-friendly); this issue can be (partially) addressed by making sure that the review panel includes at least one formal methods expert.

Second, as mentioned in Section 4.6.8, formal (and semi-formal) specifications enable certain review checks to be automated, because computer languages, contrary to natural language, have a well-defined syntax and contain redundant static semantics information (declaration of identifiers, typing information, etc.), thus allowing certain classes of errors to be detected using either conventional static analyses (e.g., syntax checking, type checking, best coding practices, etc.) or formal approaches (especially, abstract interpretation). Such preliminary checks — which are necessary conditions for the consistency of the design artifacts under review — are more efficiently performed by one or a few persons equipped with software tools than during a plenary committee meeting; therefore, these checks should be completed.

*In the present report, we will not use the term “formal reviews”, which can be confusing as it is often used to denote conventional reviews with well-documented formalized procedures, rather than reviews based on formal methods.
before the reviews, so that the intellectual resources of the committee can be used for more substantial issues.

Third, formal specifications may be subject to deeper formal analyses based on, e.g., model checking and theorem proving. Such analyses take time and should thus be performed before and between the reviews. Consequently, the role of the review committee evolves to focus more on verification issues: beyond inspecting the design artifacts themselves, the reviewers must also examine and discuss the validity of the verification procedures used, the assumptions made, the abstractions applied, the results obtained, with a particular attention to the properties that could not be verified automatically — such as the proof obligations to be dealt with manually.

In summary, formal methods keep the well-known benefits of conventional reviews, but increase both effectiveness and productivity, especially for large and complex design artifacts, by:

- Replacing certain review activities with automatic (or semi-automatic) analyses, meaning that certain human decisions based on argument, discussion, consensus, and judgment are now replaced by objective, provable, repeatable, and systematic computations;
- Increasing the thoroughness of reviews by enabling formal analyses for certain issues (e.g., concurrency or security) that are notoriously difficult — or even out of reach — for human reviewers.

Notice that, even in a fully-formal design flow, reviews will always be needed because, in general, not all quality checks can be fully automated (see Section 4.9.7), and because nothing can replace the overall human judgment in system engineering, at least at the top level of design and validation.

### 4.9.12 Impact on simulation

Formal methods are, to a large extent, compatible with simulation as used in conventional methodologies (see Sections 4.6.9 and 4.6.10). In principle, simulation can always be performed on formal specifications that are operational and written using an executable language, i.e., on all executable models. Therefore, one fully retains the advantages of simulation by using formal models, provided that these models are executable.

Formal methods improve the practice of simulation by giving semantics a central role, thus ensuring that simulator implementations are semantically well-founded and compatible with other tools used in the design flow (e.g., compilers, verification tools, etc.). In certain cases, simulators can be obtained as particular instances of tools providing more general functionalities,
such as state-space exploration and model checking [Gar98], thus ensuring semantic compatibility between different tools for the same language.

Furthermore, simulators can, in certain cases, be produced automatically from the formal definition of the modeling language used. For instance, algebraic data type specifications can be executed by passing their equations to a term rewriting engine that will interpret them; similarly, the structured operational semantics rules that formally define a process calculus can be used as a basis to animate specifications written in this calculus [MD87] [CMS95]. However, for efficiency reasons, it is often preferable to manually develop a dedicated simulator for the language considered, rather than relying on a generic solution.

The impact of formal methods on simulation depends on the kind of simulation considered. In this section, we will consider three domains: hardware design, performance evaluation, and heterogeneous models, respectively.

1. Regarding simulation for hardware design: the fact that conventional simulation does not provide sufficient quality assurance and must be supplemented by formal methods has been recognized for long (see, e.g., a 1998 report [NSF98] concluding that “methods combining formal and simulation techniques will be required”). Since then, formal methods have progressively established themselves at various places in hardware design flows, in which they complement simulation-based techniques, and sometimes even replace them. These are a few examples, ordered from lower to higher abstraction levels:

   - At gate level, formal verification techniques are helpful to gain confidence in asynchronous circuits. Compared to the prevalent synchronous logic, asynchronous logic offers many advantages in terms of speed, low power, and security, but is significantly more complex to master using simulation, and thus only used marginally. Formal methods — especially, model checking — address this problem by enabling the detection of concurrency issues (such as deadlocks) and, possibly, the establishment of correctness proofs for asynchronous circuits; earliest publications on this topic are [Boc82] and [CMS3, MC85]; more recent ones are [WK06, WK07] and [SSTV07, GSS09] (refer to them for additional bibliographic references).

Further reading:
▷ Wikipedia: Asynchronous_circuit

   - At register transfer and gate levels, formal methods are also present with the concept of equivalence checking, which performs
a logical comparison of two hardware models (one at the register-transfer level and the other at the gate level) to prove the absence of synthesis errors. Equivalence checking is now widely used and has progressively replaced gate-level simulation.

Further reading:
▷ Wikipedia: Logic_simulation
▷ Wikipedia: Formal_equivalence_checking

– At behavioral level, formal methods (especially model checking and symbolic simulation) are also increasingly used. Usually, the designs are expressed in the same hardware description languages (e.g., VHDL or Verilog) used for conventional simulation. In addition, properties must be formally specified using assertions, such as SVA (System Verilog Assertions) [IEE09], or temporal logic formulas, e.g., using PSL (Property Specification Language) [IEE10]. Modern environments enable these properties to be checked using either simulation or formal verification techniques.

Further reading:
▷ Wikipedia: Property_Specification_Language
▷ Wikipedia: SystemVerilog#Assertions
▷ Wikipedia: Hardware_verification_language

– At the (more abstract) algorithmical level, complex designs involving asynchronous concurrency may also be specified using dedicated languages specifically designed and optimized for, e.g., model checking verification. This is often the case, for instance, with cache coherence protocols (e.g., [Che04]) and crucial coordinating blocks of multiprocessor architectures (e.g., [LS11]).

– At system level, formal methods enhance the capabilities of languages (such as SystemC/TLM) initially intended for simulation and hardware-software co-simulation purposes. For instance, certain SystemC models can be verified using model checking, which improves simulation speed and coverage [HMMM06, HMM09] [PS08, GHP09] [BKS08, BK09, BK10].

The introduction of formal methods in hardware design flows significantly changes the practices of designers, in spite of all attempts at hiding the formal machinery into simulation environments. With conventional simulation, designers focus on producing input stimuli (often referred to as test cases, test patterns, test vectors, test scenarios, etc.) and observing whether the simulator produces the expected outputs.
With formal methods, designers must make a greater effort of abstraction, i.e., think in terms of symbolic rather than concrete data values; they must precisely specify environment assumptions (i.e., constraints on inputs to state the legal inputs permitted by the environment), and provide properties relating inputs and outputs (using, e.g., assertions or temporal logic formulas). So doing, designers acquire a deeper understanding of their design.

Formal methods also bring enhancements with respect to coverage. Conventional simulation easily supports structural coverage and loosely supports functional coverage (see Section 4.6.9). Formal methods address this issue by enabling precise definition of functional coverage, which can be measured in terms of assertions, properties, and/or requirements that have been verified.

Moreover, formal methods provide a better coverage than simulation. While simulation, hunting for bugs, only observes selected traces, formal methods (try to) examine all possible behaviors, i.e., all sequences of legal input stimuli, all reachable design states, and all possible execution paths: so doing, subtle bugs missed by simulation can be discovered.

When exhaustive verification is not feasible, formal methods can enhance the effectiveness of simulation by automatically generating sequences of input stimuli that satisfy stated constraints and ensure a given level of coverage. For instance, if a desirable property $P$ is never found to be true during simulation, this may indicate that the simulation testbench (i.e., the set of input sequences submitted to simulation) is incomplete. Then, one can try verifying the negated property $\neg P$ using a model checker: if counterexamples are produced, exhibiting execution paths on which $P$ evaluates to true, these can be added to the simulation testbench; otherwise, the design and the property $P$ are incompatible, and at least of them must be revised.

A similar, yet different approach consists in translating the simulation testbench into a set of (automatically generated) temporal logic formulas — which can be, for instance, based on occurrences of events in simulation traces [FD04]. Then, a model checker is used to check these formulas on the design. If a formula evaluates to false, a counterexample is generated, which highlights parts of the design not already covered by the simulation testbench.

Formal methods also support fuzzing, which consists in automatically generating “perturbations” of a given simulation testbench to trigger run-time errors, violate assertions, or make certain properties true or false as desired. Application of formal methods to fuzzing will be detailed in Section 4.9.13, the main difference being the kind of design
artifact considered (a model for simulation, and a program or circuit for testing).

In certain cases, formal methods may even replace simulation. In a recent work done at Intel [KGN+09], the execution cluster of the Intel Core i7 processor (including full datapath, control and state validation) was formally verified, dropping “most usual register-transfer level simulation and all coverage-driven simulation validation for the cluster”. The authors report that formal verification based on symbolic execution provided “results that were competitive with traditional testing-based methods in timeliness and validation cost, and at least comparable if not superior in quality” — leading to a lower number of bugs escaping to silicon than for any other processor cluster analyzed with conventional simulation. The authors conclude that “the value of formal verification primarily comes from its ability to cover every possible behavior”, and that “in areas where a verifier can concentrate on verification, instead of solving verification research problems, the effort to carry out formal verification is comparable to thorough coverage-based validation”.

2. Regarding simulation for performance evaluation: for long, simulation has been the sole technique for evaluating the performance and dependability of complex systems — especially embedded systems.

For this purpose, dedicated formal methods have been progressively developed, which combine mathematical techniques (probabilities, discrete-time and continuous-time Markov chains, stochastic processes, queuing theory, etc.) with system design concepts (components and modularity, parallel composition and concurrency, etc.).

These formal methods enable to describe systems whose behavior is nondeterministic, probabilistic, and/or stochastic, as well as systems that consume resources (time, memory, energy, etc.). If the system under analysis is not too large, analysis algorithms based on model checking and known as probabilistic or stochastic model checking can compute numerical probabilities and resource consumption values. These results — possibly given as a $[\min, \max]$ interval if the system is nondeterministic — are usually faster to obtain and more precise than using simulation.

Many performance evaluation tools based on formal methods have been developed; among them one can mention Möbius [DCC+02], MRMC [KZH+09, KZH+11], PRISM [KNP07, KNP11], and SMART [CMJS06, CMW09] in addition to numerous research prototypes. Also, traditional verification tools have been extended with Markovian analyses to support performance evaluation, e.g., CADP [GH02]. These tools have been successfully applied — often in combination with
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Simulation-based techniques — to nontrivial problems, e.g., [JC01] [FG06] [CHLS09] [KPBT06] [BKPA09] [ABK10] [KM11] [CDKM12] [EKN12] [MS13] to mention only a few.

Further reading:

- MRMC (Markov Reward Model Checker) – http://www.mrmc-tool.org
- PRISM model checker – http://www.prismmodelchecker.org
- CADP (Construction and Analysis of Distributed Processes) – http://cadp.inria.fr

To fight state explosion, one seeks for symbolic state space representation techniques, as well as compositional techniques that exploit the structure of the system to compute global (i.e., system-wide) results from local results obtained by analyzing each component individually.

3. Regarding simulation for heterogeneous models (see Section 3.4.7): for nearly two decades, formal methods have been developed to model and analyze timed systems (the behavior of which depends not only on the input stimuli received, but also on the amount of time elapsed) and hybrid systems (which mix continuous evolutions — to model physical world processes — and discrete transitions — to model computer hardware and software used to control these processes).

For such systems, computer scientists proposed general modeling formalisms with mathematical foundations, such as timed automata [AD94] [Alu99] and hybrid automata [ACH95] (see also [ACHH92] and [NOSY92]). These formalisms (together with their fragments, variants, and extensions) have been thoroughly studied, leading to major theoretical results regarding decidability and complexity [PV94] [BV96] [Hen96] [HKPV95, HKPV98] [LPY99] [Mil00] [AM04] [OW04, ADOW05].

Further reading:

- Wikipedia: Hybrid_system
- Wikipedia: Hybrid_automaton
- Wikipedia: Hybrid_bond_graph
To analyze timed and hybrid models, various techniques have been developed, including dedicated abstractions, temporal logics, equivalence relations, and algorithms combining verification technology (e.g., model checking and symbolic simulation), control theory (e.g., optimal control), and probabilistic/stochastic analyses. These ideas have been implemented in software tools, such as d/dt [ADMB00, ADM02] HyTech [AHH96, HHW97, HPW01], KeYmaera [PQ08, PC09a], Kronos [DOTY95, Yov97, BDM+98], PHAVer [Fre05, Fre08], SpaceEx [FLD+11], and Uppaal [BLL+95, BDL+11]. Generic software environments have also been proposed, such as the Ptolemy system-level design tool [EJL+03] that supports multiple models of computation and represents hybrid systems by combining continuous-time models with finite state automata.

Further reading:

- HyTech: The HYbrid TECHnology tool – http://embedded.eecs.berkeley.edu/research/hytech
- Kronos verification tool for real-time systems – http://www-verimag.imag.fr/DIST-TOOLS/TEMPO/kronos
- PHAVer: Polyhedral Hybrid Automaton Verifier – http://www-verimag.imag.fr/~frehse/phaver_web
- Uppaal integrated tool environment for real-time systems – http://www.uppaal.org
- Wikipedia: Uppaal_Model_Checker
- Ptolemy II software framework – http://ptolemy.berkeley.edu/ptolemyII

For overview presentations of this research field at different moments in time, see [LSW97] [FK04, FK06] [TD09] [Alu11].

Beyond these approaches, which directly compete with simulation, formal methods also contribute to enhance simulation:

- by enhancing the coverage of simulation for hybrid systems [KKMS03] [DM07] [JFA+07] [AKRS08, KAI+09];
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- by designing and experimenting combinations of conventional simulators and formal methods tools, e.g., [TNTBS00];
- by making a critical assessment of how co-simulation is implemented in mainstream industrial tools, and by proposing alternative approaches with solid semantic foundations, e.g., [VVHB07];
- by rigorously investigating semantic problems in existing simulators, including convergence and stability issues for ordinary differential equations, and zero crossing detection [BCP10, BBCP12];

Further reading:
- Wikipedia: Ordinary\_differential\_equation
- Wikipedia: Zero\_crossing

- by applying advances in timed and hybrid system verification to problems so far addressed using simulation only — in particular, analog mixed signal designs, which would greatly profit from the availability of verification tools similar to those used for digital circuits [DDM04] [GKR04].

Further reading:
- Wikipedia: Analog\_verification
- Wikipedia: Analog\_electronics
- Wikipedia: Analog\_chip
- Wikipedia: Mixed-signal\_integrated\_circuit
- Wikipedia: SPICE

A notable effect is that mainstream simulation tools are now equipped with formal methods extensions. For instance, Mathworks’ Simulink design suite now includes a formal proof and static analysis engine (developed by Prover Technology AB) that verifies properties and generates tests, enhancing simulation coverage and finding errors that would be hard to detect using simulation only.

More generally, the following conclusions can be made:

- Simulation only explores a part of the system state space and, thus, can be used only for bug hunting (disproving certain properties by exhibiting counterexamples of incorrect behavior) and for certain simple “existential” properties that simulation can prove by showing examples of expected behaviors.
To the contrary, formal methods (symbolic simulation, equivalence checking, model checking, theorem proving, etc.) consider the entire state space and can thus prove or disprove properties for all possible behaviors (i.e., for any reachable state, any execution path, under any sequence of input stimuli). This situation is sometimes summarized as follows: formal verification fully checks partial designs whereas simulation partially checks full designs.

Even if the state space is not exhaustively explored, formal methods usually analyze a much larger part of it than simulation does, thus discovering bugs missed by simulation and providing greater quality control and quality assurance.

- For analyses (i.e., performance evaluation, dependability, and performability) that require numerical answers rather than Boolean ones (see Section 2.3.3), simulation provides approximate results, the accuracy of which strongly depends on the number of simulation runs. To the contrary, formal methods deliver precise numerical results (or precise value intervals, when the system is nondeterministic or when its initial state is uncertain).

- When considering parametric systems, i.e., systems whose behavior depends on various parameters to be chosen within known bounds, there are formal methods (e.g., model checking, symbolic simulation, theorem proving, etc.) capable of handling these parameters symbolically, e.g., to prove the correctness of the system for all parameter values or to find optimal parameter values with respect to some criteria. Simulation is less general, as it requires to instantiate each parameter with a particular value before running the simulator.

- Formal methods based on state-space exploration (e.g., model checking) are usually automated — always when applied to finite-state systems, and quite often when applied to infinite-state systems. In the case of hybrid systems, however, there are concerns that model checking verification cannot be fully automated [FK06].

- In practice, however, formal methods cannot exhaustively analyze complex systems because of undecidability issues (for infinite-state systems) or due to the state explosion problem (for finite-state systems). Many research efforts aim at overcoming limitations and providing better scalability to large systems using, e.g., compositional approaches; yet, despite progress and successful applications of formal methods to realistic examples, simulation often remains the main analysis technique used in industry.

In particular, simulation offers some scalability in time: by performing simulation during a longer period of time, one may expect to explore
more behavior and detect more bugs, although there is no guarantee that running a simulation twice longer will explore twice as many states or discover twice as many errors. On the contrary, formal methods crucially rely on computing resources available (especially, main memory) and, when these resources are exhausted, verification may either abort or become woefully slow (i.e., running for days without further producing any significant result).

Formal methods have progressively emerged and established themselves in many places where simulation was the standard analysis technique. In certain cases, formal methods even managed to replace simulation, and this trend will certainly amplify in the future. Yet, despite recent progress, formal methods face problems dealing with large and/or heterogeneous models, so that simulation and co-simulation are likely to stay for long. Therefore, a reasonable strategy is to combine both approaches in the best possible way:

- Whenever applicable, formal methods should be systematically used, simulation being used as a fallback when formal methods fail.
- Simulation can be used to double check the results of formal methods, but this extra effort may be expensive and is not frequent in practice.
- Simulation can help discovering and empirically validating system models and environment assumptions later used by formal methods.
- Formal methods provide automation that can reduce simulation effort. They can also speed up simulation and increase its coverage.

4.9.13 Impact on testing

In conventional methodologies, testing is intensively used for verification and validation purposes, although it suffers from the three main drawbacks of dynamic analyses (see Section 4.6.9): false negatives, insufficient coverage, and high cost (it is the most expensive activity in conventional design flows). To overcome these limitations, formal methods have been explored as a possible alternative. Although testing and formal methods pursue similar goals (namely quality control and quality assurance), they have been originally developed in separate communities following radically different principles: testing focuses on correctness checking in an empirical, yet pragmatic way, whereas formal methods primarily insist on rigorous, scientifically well-founded approaches for correctness verification [Hoa96]. For long, testing and formal methods have been seen as competitors, but they progressively cross-fertilized each other in a fruitful combination of empirical and mathematical approaches. There is an abundant literature on the subject, in
which one can mention roadmaps of the software testing community [Har00] [Ber07b], as well as surveys on the relations between formal methods and testing [HBH08] [HBB+09].

From a methodological point of view, the contributions of formal methods to testing are the following:

- They established the conceptual framework of testing, with its four main artifacts:
  - Specifications, which are upper design artifacts (models or properties) defining the system to be implemented;
  - Implementations, which are lower, executable design artifacts (circuits or programs) derived from the specifications;
  - Tests, which try to detect if some execution runs (traces of inputs and outputs) of the implementations violate the specifications;
  - Oracles, which check the results of the tests to determine if a given execution run is compatible or not with the specifications.

- They developed theories to formally relate the specifications and the execution traces generated by implementations. For instance, in the particularly important case of conformance testing for reactive systems, one must check whether a (manually produced or automatically developed) implementation is behaviorally compatible with a specification expressed, e.g., as a (possibly nondeterministic) finite-state machines, labelled transition system, or input/output automaton. For this purpose, various behavioral equivalences and preorders (e.g., conformance, implementation, ioco, testing relations, etc.) have been proposed [DH84] [BSS86] [CH89, CH93] [Led91] [Tre93] [Led94] [Tre96] [BT00] [Tre08] [ST08]. Related surveys and additional references can be found in [LY96], [Gar04], and [Brn04].

- They insisted that the concept of oracle, often ignored or overlooked, must be made explicit and that the relationship between oracles, tests, and specifications must be investigated [Wey82] [BY01] [SWH11a] [SWH11b]. Various techniques have been proposed to derive correct-by-construction oracles — i.e., oracles free from false negatives and false positives — from formal specifications (see [HBB+09, Section 4.3.2] and also [CSE96] [FJJV96] [GVZ01]). Recent work shows that one can automate certain steps of oracle construction, leading to greater test efficiency [SGH12].

- They questioned the foundations of conventional testing techniques, pointing out that underlying assumptions must be stated explicitly.

---

9Some of these contributions are more general than testing and also apply to other forms of dynamic analyses: simulation, run-time and log analysis.
4.9. Formal quality steps

For instance, in the case of input partitioning (see, e.g., [AO94]), test hypotheses (namely, regularity and uniformity) have been formulated to express that an implementation behaves “similarly” when its input values vary in well-chosen subdomains [BGM91, Gau95, Gau05].

From a practical point of view, formal methods also contributed to enhance the process of testing, which consists of two main tasks: the production of test suites and their execution. Compared to conventional methodologies, the execution of test suites does not change significantly when using formal methods. Thus, most of the effort focused on the generation of test suites, which can be made more automatic and systematic using formal methods:

- Formal specifications can be used as a basis for test generation, as these specifications are written in abstract, precise languages well-suited for analysis. So doing, test suites are generated from early design artifacts (i.e., models) to be applied to late design artifacts (i.e., implementations). Such specification-based testing exists in two forms:

  - Property-based testing, when the formal specifications are declarative. If these properties are external (e.g., high-level requirements), they can be used to automatically generate functional test suites. If these properties are internal (e.g., assertions, preconditions, and/or postconditions inserted in the model), they can be used to produce tests that will be guided by the preconditions (i.e., to restrict the domain of input stimuli to meaningful values) and will target at specifically exercising assertions and postconditions with the intent of detecting related violations in the design artifact under test.

  - Model-based testing (see Section 4.6.9), when the formal specifications are operational. Test suites can be generated automatically to check the conformance of the design artifact under test against the formal model. It is important to recall that the purpose of such test suites is to check the design artifact, not the model itself, which is assumed to be correct.

The algorithms used for test generation strongly depend on the nature of the models. See [HBB+09, Sections 4–8] for a detailed survey covering many types of formal methods, including finite-state machines, algebraic data types, process calculi, and hybrid systems. For detailed overviews of model-based testing approaches and tools, see also [BJK+05] (and its tool survey chapter [BFS04]), [UL06], and [UPL12].
Further reading:

- Wikipedia: Model-based testing
- Zoltán Micskei’s list of model-based testing tools – http://mit.bme.hu/~micskeiz/pages/modelbased_testing.html
- Alan Hartman’s list of model-based testing tools – http://www.agedis.de/documents/ModelBasedTestGenerationTools.pdf

In practice, specification-based testing must face three challenges:

- It is based on formal specifications, whose development requires budget, time, and expertise (i.e., formal modeling skills). Fortunately, there is an increasing use of properties and models in software, circuit, and system design. Also, the initial cost of producing formal specifications may be balanced by later savings arising from formal verification and automated test generation. Finally, tests can be produced before the source code of the design artifact under test has been written, thus enabling division and parallelization of work between testers and implementers.

- There is often a gap between the “abstract” tests generated from high-level specifications and the “concrete” tests that can be executed by the design artifact under test. For instance, the data types used in specifications may be less detailed than those actually used in implementations. One must thus develop conversion functions that map abstract inputs to concrete ones, and concrete outputs to abstract ones.

- The classical notions of coverage used in conventional testing (e.g., structural coverage) must be reconsidered and adapted to the context of specification-based testing.

* In particular, formal methods enable precise formulations and studies of the notion of functional coverage (see Section 4.6.9); this was almost impossible in conventional methodologies, where specifications are informal. For instance, various approaches have been proposed, based on formal specifications expressed either as models (e.g., finite-state models of circuits [MAH98]) or as properties (e.g., temporal logic formulas [HKHZ99]). More recently, three formal definitions of functional coverage have been proposed [WRHM06] to assess a test suite \( T \) with respect to a set of requirements \( R_i \ (i \in \{1, ..., n\}) \) expressed in linear-time temporal logic:

- *Requirements coverage* is defined as the proportion of indexes \( i \) for which there exists at least one test in \( T \) that makes \( R_i \) evaluate to true.
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- **Antecedent coverage** is defined as the proportion of indexes \( i \) for which there exists at least one test in \( T \) that makes \( R_i \) evaluate to true, and also makes \( A_i \) evaluate to true if \( R_i \) has the form “always \( (A_i \Rightarrow B_i) \)”, thus excluding the trivial cases where \( R_i \) is just true because \( A_i \) is false.

- **Unique First Cause (UFC) coverage** is defined as the proportion of indexes \( i \) such that executing the tests \( T \) guarantees that every “basic condition” in \( R_i \) has taken on all possible outcomes at least once, and that each basic condition has been shown to “independently” affect the outcome of \( R_i \) — see [WRHM06] for the exhaustive definition of UFC, which transposes to functional coverage the ideas of MC/DC for structural coverage (for this reason, UFC is sometimes said to be “structural over the requirements”).

Clearly, these three functional coverage metrics are increasingly demanding. Their adequacy and effectiveness have been empirically studied in [RWSH08, SWRH10], leading to three main conclusions:

- Despite the reasonable intuition behind them, requirements coverage and antecedent coverage should not be used to measure adequacy, as test suites satisfying these definitions of coverage statistically appear to be less effective (i.e., find less faults) than randomly generated test suites of approximately the same size.

- UFC coverage is rigorous enough to be used as a criterion for test adequacy: test suites generated to provide UFC coverage are statistically more effective than random test suites of similar size, provided that requirements are not artificially split into simpler requirements, which decreases the effectiveness of UFC coverage.

- But conformance test suites satisfying (black-box) UFC coverage over the requirements are (slightly) less effective than test suites satisfying (white-box) MC/DC over the formal model that plays the role of specification in conformance testing. Test suites satisfying both UFC coverage and MC/DC coverage are more effective that test suites satisfying MC/DC coverage only.

- In addition to specification-based testing, formal methods also support **code-based testing**, i.e., the generation of tests that are directly derived from the design artifact that they are intended to test. This particular form of white-box testing avoids the need for models, as it exploits the (source or object) code of the implementation under test (usually, a sequential program). So doing, it somehow blurs the traditional distinction between testing and verification, as code-based testing uses sophisticated analysis techniques to perform bug hunting on an implementation.
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Code-based testing generates test suites according to test criteria, e.g. to maximize some notion of coverage, or to systematically exercise all inputs that may trigger a run-time error or violate an assertion or a postcondition. When dealing with arbitrary design artifacts, this problem is undecidable, so that exact solutions are impossible and approximations are necessary.

- Conventional testing tools often have problems in handling non-determinism and only explore a small subset of feasible paths. Model checkers do not have this problem, as they are designed to systematically explore all reachable states of a design artifact. It is therefore tempting to enhance testing with the capabilities of model checking, an idea expressed in [JW96]: “The problem with testing is not that it cannot show the absence of bugs, but that it fails to show their presence. A model checker that exhausts an enormous state space finds bugs much more reliably than conventional testing techniques, which sample only a minute proportion of cases”. This idea has been implemented in various ways:

  - Dedicated test generation tools have been developed that, given a model, produce test cases using exhaustive state-space exploration techniques borrowed from model checking, according to user-specified test purposes (e.g., traces or automata derived from high-level requirements) and/or coverage obligations to guide test generation. For instance, the TGV [FJJV96, JM99, JJ05] and TorX/JTorX tools [BFd+99, dVT00, TB03, BB05, Bel10] operate on labelled transition systems using explicit-state model checking algorithms.

    Further reading:
    - The test sequence generator TGV – http://www.irisa.fr/veritecs/Logiciels/TGV.html
    - The JTorX tool for model-based testing – http://fmt.ewi.utwente.nl/redmine/projects/jtorx/wiki
    - The Reactis product line description – http://www.reactive-systems.com/products.msp

  - Other approaches [GFL+96] [EFM97] [GH99] [BGH+99] [HLSC01, HLSU02, HCL+03] [RH01a, RH01b, RH03, HRV+03, DHL05] [RUW01, RSU02] [GRR03] [BCH+04] directly reuse existing model checkers for generating tests satisfying a given test criterion (e.g., functional coverage, such as UFC coverage, or structural coverage, such as state, transition, branch, or MC/DC coverage). The test criterion is encoded as a set of temporal logic
formulas expressing coverage obligations. An explicit-state or symbolic (i.e., based on binary decision diagrams) model checker evaluates these formulas on a model and generates diagnostics (i.e., witnesses or counterexamples explaining why each formula is true or false). In some sense, the model checker is used as a constraint solver that tries to obtain the desired coverage by systematically exploring all behavior. Finally, the diagnostics generated by the model checker are automatically converted into test cases.

- Other approaches [ABM98] [AB01] [BHM+09] combine model checking and mutation testing. Given a model, mutants are produced; a model checker is then used to generate counterexamples (e.g., traces) highlighting the variations between mutants and the original model. These counterexamples are turned into test cases and used to detect faults in an implementation under test.

The use of model checking to generate high-coverage test suites from (formal or semi-formal) models meets a strong demand from the industry. However, despite all its advantages, such increase in automatic test generation should be carefully controlled, as it is not free from risks and drawbacks:

- The test suites produced this way are often much larger than necessary, as they may contain redundant tests.
- Test suites produced this way and purely driven by structural coverage can be less efficient than random testing [HDW04]. One explanation for this lack of efficiency is that the diagnostics generated by model checkers are often intended for humans and, thus, tend to be as short as possible and use by default simple values in each data domain (e.g., zero for integers and false for Booleans). Therefore, test suites produced manually or randomly can be more efficient, as they exercise more representative scenarios.

At present, for safety-critical systems, the good practice is to use coverage as a means to identify missing tests in a test suite priorly generated, rather than as a target for generating an entire test suite from scratch. Relaxing this rule to benefit from automated test generation can only be done if there is considerable evidence that the automatically generated test suites are efficient enough.

- A key issue in the aforementioned testing approaches is the existence of complex data types (e.g., arrays, linked lists, etc.), which are difficult to handle using model checking (either explicit-state or based on binary decision diagrams), as the number of values in these types can be
infinite or too large to be feasibly enumerated. This issue arises both in hardware and software: exhaustively testing all inputs is impossible for, e.g., a floating-point instruction of an Intel processor (which may have thousands of source data combinations) or a parser for reading image/video files (these files are huge — only enumerating all possible combinations of their 1000 first bits would be time prohibitive).

Thus, symbolic approaches to test generation have also been explored. The fundamental concept is symbolic execution, which was introduced in the mid 70s as a means to automatically generate tests for software programs [Kin74, Kin76] [BEL75] [Cla76a, Cla76b] [RHC76] [How77] — see [Cow88] for a survey on symbolic execution in the 70s and 80s.

The basic idea of symbolic execution is to execute a program with symbolic rather than concrete data values. Input parameters are kept symbolic rather than enumerating all their possible values. As the program is symbolically “executed”, Boolean conditions (e.g., first-order logic formulas) accumulate along the execution path to express logical constraints (between inputs parameters, program variables, program functions, etc.) that must be satisfied to reach that program point. When reaching a branch point (e.g., an “if $C$ then ... else ...” statement in a high-level language, or a conditional jump in assembly language), the execution path splits in two branches, along which the additional conditions $C$ and $\neg C$, respectively, are propagated. The paths followed during symbolic execution form a (possibly infinite) symbolic execution tree.

Further reading:

- Wikipedia: Symbolic_computation
- Wikipedia: Symbolic_execution
- Wikipedia: Symbolic_simulation

The static test generation problem consists in exploring this execution tree to reach a set of program points specified by a given test criterion (e.g., all statements or all branches in structural coverage). This problem is undecidable in the general case but, in many cases of practical interest, decision procedures exist (implemented in constraint solvers or theorem provers) that can be applied to the constraints accumulated along each path, namely to identify infeasible paths (i.e., paths whose constraints cannot be satisfied) or to find concrete input values that make a given path feasible.

For long, symbolic execution has been impractical for automated test generation and, for this reason, has been left aside. Yet, since the 90s and especially the 2000s, this research topic has received renewed
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interest due to advances in program analysis, constraint solvers, and theorem provers, and due to increased computing capabilities provided by modern hardware. Frameworks for symbolic testing have been designed [RdJ00] [ABG⁺05] [FTW05, FTW06] [GP05] [TS05] and various tools have been implemented using constraint logic programming and/or satisfiability techniques [DO91, DO93] [GBR98, GBR00] [WLPS00] [PSAK04, PPW⁺05] [Got09].

Many of these approaches target code-based testing, initially for simple sequential programs with simple data types, but have progressively evolved to support high-level language features, such as multi-threaded programs having complex data structures as inputs [KPV03, VPK04]. Due to these algorithmic advances, symbolic execution has become the core technology of several professional test generation tools. However, symbolic execution has practical limitations:

- It is often imprecise in presence of complex data types and operations (e.g., floating-point arithmetic, arrays, pointer manipulation and aliasing, etc.) and/or calls to library functions whose behavior is intricate or opaque (e.g., hash functions, operating-system primitives, etc.).

- It is poorly scalable as the number of paths to be explored frequently gets large or even infinite. Moreover, imprecision in symbolic reasoning often prevents to cut infeasible paths and to detect states that have been already visited.

- It is slower than concrete execution, from several times to hundred times slower [Ana12, p. 63] or even one thousand times slower [God09, p. 21] — presumably depending on the desired precision level. This time overhead can be decreased by parallel algorithms for exploring the symbolic execution tree [SP10].

To avoid the shortcomings of static test generation, alternative approaches for code-based testing have been proposed, which are not based on formal methods. In these approaches, symbolic execution is replaced by “concrete” (i.e., actual) execution of the program under test. Adaptive test generation methods [PJ87] study the conditions $C$ used in the program branching points (e.g., “if $C$ then ... else ...” statements) and modify consequently the concrete values of input parameters in order to exercise program branches that have not been already covered. Dynamic test generation methods [Kor90a, Kor90b, Kor92, FK96, Kor96] [GN97] go further and, rather than symbolically executing or statically analyzing the program to build a complete test suite from scratch, these methods concretely execute the program on one or a few given test cases, perform run-time monitoring of these executions and — using additional techniques such
as control-flow analysis, data-flow analysis, and function minimization heuristics — incrementally generate new test cases, the generation being driven by some test criterion (e.g., coverage of all program branches). There have been also attempts at combining dynamic test generation with (limited forms of) symbolic reasoning, such as numerical solvers and combinatorial optimization [OJP94, OJP99] [MM98] [GMS99, GMM00].

In the 2000s, formal methods progress — especially, the advent of powerful solvers — stimulated these attempts. New generation algorithms have emerged [WMM04, WMMR05] [CE05, CGP+06] [GKS05] [SMA05], which blur the traditional distinction between static and dynamic approaches by extending dynamic test generation with symbolic data manipulation or, symmetrically, by enhancing static test generation with concrete data collected at run-time. We collectively refer to these algorithms as concolic testing (a mix between concrete and symbolic) — although some authors give more restrictive definitions of concolic testing.

Like dynamic test generation, concolic testing executes the program under test, typically starting with some valid data inputs (either provided by the user or generated randomly). The execution is both symbolic and concrete. Symbolic constraints are collected at each conditional statement encountered and are propagated along the execution path. Using a theorem prover or a constraint solver, new data inputs are computed that will force the program to take different paths. This process is repeated to systematically exercise the program under test until some test criterion (e.g., structural coverage, detection of mutants etc.) is satisfied. The set of program executions is used for generating test cases and/or for bug hunting — namely, by checking for run-time errors and verifying assertions, preconditions, and postconditions while executing the program.

Two distinctive traits of concolic testing are (1) the joint use of concrete and symbolic execution, which are performed alternatively or concurrently, and (2) the concept of concretization: whenever symbolic reasoning is unable to process a constraint precisely (e.g., because the constraint is too complex, uses involved data types, invokes external library functions, etc.), the constraint is simplified by replacing symbolic variables by concrete values determined by randomization or observation of the concrete execution of the program under test. Concretization is an under-approximation, i.e., it does not introduce false positives; see [God11] for a formal study of concretization.

Recent tutorials and surveys on symbolic execution and concolic testing can be found in [PV09], [CGK+11], and [CS13].
Concolic testing has three inherent limitations:

- **False negatives**: as with any form of testing, it may leave certain errors undetected.
- **Path explosion**: as with static test generation and depending on the chosen test criterion, the number of paths to be explored may be infinite or so large that the analysis does not terminate.
- **Complexity**: involved software developments are required to implement both symbolic and concrete execution, enumerate paths, and solve constraints.

Despite these limitations, concolic testing is probably the most advanced testing approach known today, with several key advantages:

- **Scalability**: it better handles large programs, as it requires less program runs than standard dynamic test generation and avoids the limiting factors of “pure” symbolic execution.
- **High coverage**: it improves code coverage by exercising more paths, finding more bugs, and generating fewer redundant tests.
- **Precision**: if symbolic execution succeeds, concolic testing also delivers the exact result; otherwise, it uses additional runtime information to deliver under-approximated results.
- **No false positives**: concolic testing does not raise false alarms, contrary to static analyses facing problems with infeasible paths.
- **Automation**: concolic test generation can be fully automated.

The success of concolic testing can be measured in the impressive number of tool implementations. These tools differ by the kind of programs to be tested (C code, Java code, .NET bytecode, x86 object code, etc.), the kind of analysis performed (test generation or bug hunting), the test criterion used as a stop condition, the constraint solver chosen and the kind of constraints it can process, the level of precision sought, the type of license (proprietary or public domain, closed or open source), etc. Examples of such tools are: Agitator [BDS06], Apollo/Artemis [AKD+08, AKD+10, ADJ+11], CONTEST/Acteve [ANHY12], CUTE (now CREST) [SMA05, Sen06, MS07, BS08], jCUTE [SA06, Sen06], DART/SMART/SMASH [GKS05, God07, GNRT10], JCrasher [CS04], Check ‘n’ Crash [CS05], DSD-Crasher
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[CS06, SC07], EGT/EXE [CE05, CGP+06, CGP+08], KLEE [CDE08], LIME/LCT [KLS+11], PathCrawler [WMMR05, MMWL08, BDH+09, KWB+12], Pex [TdHS07, AGT08, dHT08, TdH08, GdN+08, XTdS09], Splat/FlowTest [XGM08, MX09], Symbolic PathFinder [PMB+08, MNP+12], Randoop [PLEB07, PLB08], and Yogi [GHK+06, BNRS08, GdN+08, NRTT09]. See also [YLW09] for a survey of coverage-based testing tools.

Further reading:

- Aarhus University’s Artemis tool – http://www.brics.dk/artemis
- UC Berkeley’s Catchconv tool – http://sourceforge.net/projects/catchconv
- Univ. of Texas at Arlington’s Check ‘n’ Crash (CnC) tool – http://ranger.uta.edu/~csalhner/cnc
- Univ. of Texas at Arlington’s DSD-Crasher tool – http://ranger.uta.edu/~csalhner/dsd-crasher
- UC Berkeley’s CREST tool (formerly known as CUTE) – https://code.google.com/p/crest
- Georgia Institute of Technology’s JCrasher tool – http://code.google.com/p/jcrasher
- Illinois Open Systems Laboratory’s jCUTe tool – http://osl.cs.uiuc.edu/software/jcute
- Parasoft’s jTest tool – http://www.parasoft.com/jsp/fr/products/jtest.jsp
- Stanford’s KLEE tool – http://klee.llvm.org
- CEA-LIST’s PathCrawler tool (online version) – http://pathcrawler-online.com
- UCLA’s Splat tool – http://code.google.com/p/splat
- NASA’s Symbolic PathFinder tool – http://babelfish.arc.nasa.gov/trac/jpf/wiki/projects/jpf-symbc
- Microsoft and MIT’s Randoop tool – http://code.google.com/p/randoop
• Many of the tools above can be used to detect either correctness bugs or security vulnerabilities; there are also dedicated testing tools based on formal methods that specifically target security issues.

Formal methods, especially, symbolic execution and concolic testing, can significantly enhance fuzzing. This results in white-box fuzzers that provide high coverage, scale to millions of lines of code or hundreds of millions of machine instructions, and are both automated and generic, as they do not require upfront descriptions of the programs, protocols, or file formats under test. In comparison, conventional black-box fuzzers are simpler and faster, but may omit to exercise large parts of code. In practice, combining black- and white-box fuzzers is advisable. See [God12] and [BBGM12] for insightful discussions about dynamic test generation and white-box fuzzing.

Formal methods have also been applied to taint analysis; in particular, taint analysis can be combined with concolic testing to make it faster — leading to the notion of taint-based concolic testing [LMMP07] [GLR09] [SAB10] [WWGZ10] [CLS12].

Further reading:
▷ Wikipedia: Taint checking

Example of security-oriented tools implementing these various ideas are Ardilla [KGJE09], BitBlaze [SBY+08], BuzzFuzz [GLR09], Catchconv [MW07, MLW09], Fuzzgrind [Cam09], Hampi [KGG+09, GKA+11, KGA+12], IntScope [WWLZ09], jFuzz [JHGK09], SmartFuzz [MLW09], SAGE [GLM08, GdN+08, GLRG11, GLM12], and TaintScope [WWGZ10, WWGZ11].

Further reading:
▷ MIT’s Ardilla tool – http://pag.csail.mit.edu/ardilla
▷ UC Berkeley’s BitBlaze platform – http://bitblaze.cs.berkeley.edu
▷ UC Berkeley’s Catchconv tool –
  http://sourceforge.net/projects/catchconv
▷ Sogeti ESEC’s Fuzzgrind tool –
  http://esec-lab.sogeti.com/pages/Fuzzgrind
▷ NASA’s jFuzz tool – http://people.csail.mit.edu/akiezun/jfuzz
▷ MIT’s Hampi tool – http://people.csail.mit.edu/akiezun/hampi
▷ UC Berkeley’s SmartFuzz tool –
  https://github.com/dmolnar/SmartFuzz
These tools have discovered numerous security flaws (e.g., buffer overflows, memory access violations, numeric overflows and conversion errors, vulnerabilities to SQL injection and cross-site scripting attacks, etc.) in Linux, Windows, Android, and Web applications.

A remarkably successful tool is the aforementioned SAGE white-box fuzzer, which searches for crashes and vulnerabilities in Windows applications that read files (e.g., image processors, media players, file decoders, document parsers, etc.). SAGE operates at x86 object code level, regardless of any source language or build process, and therefore ensures that “what you fuzz is what you ship”. Since 2008, SAGE has been running non-stop on a dedicated cluster of 100 machines at Microsoft security testing labs to analyze hundreds of applications. SAGE found roughly one third of all the bugs discovered by file fuzzing during the development of Windows 7; because SAGE was typically run last, those bugs were missed by all earlier quality steps, including static analysis and black-box fuzzing. SAGE is so effective at finding bugs that the number of crashing test cases exceeds human analysis capabilities: automated triage tools had to be developed to detect duplicates crashes, select minimal test cases, and identify crashes that can be exploited for security attacks [GLM12].

It is thus clear that formal methods can significantly enhance most forms of testing, bringing considerable progress over conventional testing: strong theoretical foundations, novel algorithms, greater coverage and efficiency, better scalability, higher automation, tighter schedules, and reduced costs.

Today, formal approaches to testing benefit from positive factors, among which the increasing availability of formal specifications and models, the efficiency of verification technology (model checkers, theorem provers, solvers, etc.), and the computational power provided by modern computers. Yet, these approaches only recently started their dissemination in industry, although the essential ideas of testing (such as symbolic execution) were formulated three decades ago, and despite the large amount of academic research on these topics; in many industrial projects, test generation is still, to a large extent, performed manually — a situation that is about to change.

Formal methods enhance testing, but can they replace testing? When formal methods appeared, there were initial expectations that the quality assurance promised by formal methods would render testing activities obsolete and useless. Things did not happen as expected: testing remained present in industrial design flows. Numerous studies comparing formal methods and testing (e.g., [KHCP00]) led to an academic consensus [HBB08, HBB+09] that both approaches are complementary.
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However, this consensus has been recently challenged by a series of publications (e.g., [KGN+09] [SWDD09] [MWC10]) originating from leading worldwide industrial companies. These publications report that formal methods clearly outperform certain testing activities (e.g., unit testing) and can replace them in the design flow. Two main arguments are put forward:

- The first reason is that formal methods (formal verification, formal refinement, etc.) provide better quality control and quality assurance than conventional testing. The progress of formal methods made this initial expectation eventually become true. For instance:

  - [KHCP00] reports that proofs conducted on Z specifications “appear[ed] to be substantially more efficient at finding faults than the most efficient testing phase” and that “proofs at the SPARK code level […] were still more efficient at error detection than unit testing, and they provided crucial assurance that the code was free of run-time exceptions”.
  - [MWC10] points out that “since model checking examines every possible combination of input and state, it is also far more effective at finding design errors than testing, which can only check a small fraction of the possible inputs and states”. Moreover, “the errors found through model checking tended to be intermittent, near simultaneous, or combinatorial sequences of failures that would be very difficult to detect through testing”. Globally, “model checking was shown to be more cost effective than testing in finding design errors” and “the time spent model checking is recovered several times over by avoiding rework during unit and integration testing”.

- A second reason for reducing the amount of testing stems from correct-by-construction approaches: it is not necessary to test design artifacts produced in a way that guarantees their correctness. More precisely, if the design steps leading from an upper design artifact $U$ to a lower design artifact $L$ are known to be correct and if $U$ has been formally verified, then it is not necessary to verify (or test) $L$. This general principle finds recent applications in the area of testing:

  - According to [Rus11], “compilers are usually unqualified and that is one of the reasons for requiring extensive testing of the executable code”. This reason for the testing effort disappears if a provably-correct compiler such as CompCert [BDL06, Ler06, BFL+11] is used. Because such a compiler ensures that no error is introduced at compile time, tests on the executable code generated by the compiler can be replaced by higher-level verifications on the source code given as input to the compiler.
Consequently, formal verifications performed at source code level (using, e.g., theorem proving or abstract interpretation) may, together with a provably-correct compiler, render certain tests useless. For instance, [SWDD09] reports that conventional unit testing of C functions can be removed by combining a theorem prover (namely, the Caveat prover) to establish that each C function satisfies a set of properties (ensuring exhaustive structural code coverage and absence of dead code) and a certified C compiler.

Therefore, certain testing activities (e.g., unit testing [SWDD09] and coverage-oriented testing [KGN+09]) may be progressively replaced by formal methods. However, it is unlikely that testing will entirely disappear from the design flow, for several reasons:

- To replace testing with earlier quality steps, one needs to trust all intermediate steps in the design flow, which is rarely the case at present.

- The upper design artifacts are usually abstract and hide the actual complexity of lower design artifacts. Only verifying these upper artifacts enables to find design errors and obtain certain guarantees, but is generally insufficient to fully assure the quality of the final product.

- Test campaigns on the final implementation (in particular, integration testing at system level [SWDD09]) perform validation as well as verification, and exercise together the hardware and software parts of the system, thus enabling to check hardware properties (physical, mechanical, electrical, etc.) not covered by formal methods.

In the foreseeable future, those testing activities not subsumed by formal verification and formal refinement will certainly remain — in accordance with Donald Knuth’s aphorism: “Beware of bugs in the above code; I have only proved it correct, not tried it”. Anyway, the classical distinction between verification and testing is increasingly blurred by, on the one hand, the introduction of state space exploration algorithms in testing tools and, on the other hand, the advent of verification tools (such as software model checkers) that operate directly at the implementation level (i.e., source code, bytecode, or object code).

Finally, testing will not scale to increasingly complex systems unless these are expressly designed to facilitate testing, e.g., by enabling controllability of inputs and observability of outputs, by introducing assertions, preconditions, postconditions, and contracts that help to increase the effectiveness of testing [VM94], and, more generally, by making specific provisions to ensure testability (see Section 4.5.4) [BWK05].
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Conclusion

Computer-based systems are increasingly assigned mission- and life-critical tasks; their intrinsic complexity is steadily growing; at the same time, guaranteeing their safety is increasingly difficult, while they are exposed to a growing number of security threats. This situation has severe consequences: for instance, [NIS02] estimated that faulty software annually costs between 22 and 60 billion dollars to the US economy, and there is no clear indication that this figure is decreasing, quite the contrary.

Actually, the software crisis anticipated at the 1969 NATO conference in Garmisch-Partenkirchen did not occur exactly as expected: there is no shortage of software engineers to program computers nowadays. But there is indeed a software quality crisis, in the sense that it is extremely difficult to produce reliable software at acceptable cost — even the largest software vendors being unable to deliver products free from major flaws and vulnerabilities. In other words, the crisis seems qualitative rather than quantitative.

Formal methods are a key enabling technology for building safe and secure computer-based systems. They help fighting the software quality crisis, in conjunction with related approaches, such as better technical education, design methodologies, computer languages, and development tools. Yet, the dissemination of formal methods in industry is hindered by several factors:

- The landscape of formal methods is fragmented between multiple languages and algorithmic approaches.

- Formal methods — especially those with a particular emphasis on logics, semantics, or concurrency — often have a steep learning curve.

- Most formal methods languages and tools have been developed as academic projects, and sometimes lack robustness and user-friendliness.
• Integrating formal methods in conventional design flows — including those subject to certification constraints — is not immediate.

• The application of formal methods by anyone to any kind of project is not guaranteed to succeed.

• One generally lacks economical data about the return on investment achievable using formal methods.

• To introduce formal methods in a company, many persons have to agree; quite often, one single person suffices to block the adoption.

Also, formal methods have been advertised too early and their merits often exaggerated, at a moment where neither languages nor tools were mature enough to meet the high expectations placed on them, with results ranging from mitigated success (e.g., the SIFT aircraft control system [WLG+78] [MMS90]) to bitter disappointment (e.g., the VIPER microprocessor [CP87] [BH90] [Mac91]). Such overselling of formal methods is typical of Gartner’s hype cycle, in which initial enthusiasm is followed by disillusion.

Further reading:
► Wikipedia: Hype_cycle

However, disillusion is only temporary in Gartner’s hype cycle, and followed by a slow adoption phase during which the advantages of a technology are progressively recognized. This is presently the case with formal methods:

• The foundational principles of formal methods are increasingly taught and understood. The concept of model has gained industrial acceptance through semi-formal approaches such as UML and model-driven architecture/model-driven engineering. The level of abstraction in system and software design increases, as well as the awareness of the need for appropriate development methodologies and formal analysis tools.

• The state of the art in formal methods steadily progresses, leading to more expressive and user-friendly languages, more general and efficient verification algorithms, and more capable and usable tools.

• The frontier of problems that formal methods can tackle is continuously pushed forward. Verification tasks that were out of reach one or two decades ago are now automated and performed routinely. A growing number of publications report about successful, well-targeted applications of formal methods in many diverse industrial domains.
The use of formal methods is admitted, recommended, and sometimes prescribed in safety- and security-related standards dealing, e.g., with avionics, railways, nuclear energy, and secure information systems. Formal methods are therefore used in these industrial domains, but also in other domains not subject to certification obligations, such as hardware design, where formal methods emerge as the only way to produce reliable systems within budget and schedule constraints.

The potential benefits of formal methods have been early identified by the BSI through several studies, especially [BC00, BCK+00] and [MSUV04, MSUV07]. The present report continues and complements this long-term effort towards safer and more secure products.

Contrary to many books that give of formal methods a restrictive vision by limiting their scope to a few approaches and their specific mathematical details, we tried to present a complete account of formal methods in all their diversity, together with their connections to related fields, such as modeling and programming languages, compiler technology, mathematical logics, computer-aided verification, and performance evaluation.

At present that formal methods have gained industrial recognition, at least in the largest and most innovative companies, the point is no longer to question the usefulness of formal methods, but to discuss where and how formal specifications and verification methods can be introduced in design methodologies, and how the software tools developed in academia can be reused and adapted to various applicative contexts. This way, formal methods, originally touted as an alternative to conventional methodologies, will gradually get accepted, more as an evolution than a revolution.
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