
22C: 196: 001 Peer-to-peer Networks 
List of projects 

Total points = 100 (worth 30% of your grades) 

Assigned February 18, 2010, due May 6, 2010 
 
This is a first draft of the projects. Pick a project topic, form a team of two persons, and start working. At 

the end, you need to write a report, and arrange a demonstration of your work if appropriate. The length of 

the report should be similar to that of a conference paper (10-15 pages), and it must document all your 

activities, along with a list of relevant references.  Do not include codes, but you can put them on your 

webpage, with a citation containing the URL of the link. 

 

You have to report and present interim progress in the class. 

 

PeerSim (http://peersim.sourceforge.net/ ) is a free, multi-threaded, discrete event simulator to 

evaluate, investigate, and explore peer-to-peer protocols. PeerSim runs in several UNIX-like 

operating systems. Its goal is to make the understanding peer-to-peer protocol source code easy, 

to facilitate easy comparison of different protocols, and to have a reasonable performance for the 

simulation runs. PeerSim already supports Chord, Accordion, Koorde, Kelips, Tapestry, and 

Kademlia. These implementations are specific to PeerSim, and consist of substantially fewer lines 

of code than the real implementations. 

After the P2P network is built, the system should be able to output the following information: 

- The number of nodes and edges in the P2P network. 

- The ID, node degree and coordinates of any node in the P2P network. 

- The 1-hop neighbor nodes of any node in the P2P network. 

- The overlay route and the underlying physical route between any two nodes in the P2P network. 

Study the tools for network configuration. The simulator has the following functionality: 

(a) It can accept an input file, and place it (deterministically or randomly) on one or more nodes 

in the P2P network. 

(b) It can issue a query message from any node to search a file in the P2P network. The query is 

configured with a TTL value. The query is broadcast to all neighbors. When a node receives a 

query, it searches the local "file list" file. If there is a match, then it generates and sends a hit 

message back to the source node that issued the query. If the file cannot be found in the local file 

list, then the query is forwarded to all the neighbors except the one sending the query. The hit 



message is sent back via reverse path routing. To make it possible, each node maintains a routing 

table that maps the message ID to its sender.  

 Try out the simulator and its functionalities. Issue a query from any node in the network 

and retrieve a file. No specific interface is necessary. You may implement it either with GUI or 

with simple text modes. 

 

Project 1: Experiment with Gnutella 

Use PeerSim or some other tool to generate graphs of size up to n ! 5000 nodes. Arrange to 

randomly place copies of 20 files – each file should be placed at 0.1% to 1% of the peers. Now, 

run various search algorithms (a) using Gnutella-type flooding (b) using the random walker 

model, and (c) using 1-hop replication. In each case, compute the search time from multiple trials, 

as well as the total number of nodes visited to locate the object. Then compare the performances 

of the two search algorithms. Add explanations about your findings. 

 The project report should be (a) a user manual of your simulator, introducing how your 

project compiles and runs. All the functionalities described above should be implemented in your 

project and introduced in your project report. (b) The source code - remember to provide a 

Makefile to automatically build your project. (c) Executable files of your project. Your project 

must be self-contained. So please include all the files necessary for your project to work well. 

 

Project 2: Skip Graphs 

Using PeerSim or some other tool, generate various skip graphs with 10,000  - 1,000,000 nodes, 

and do the following experiments:  

 

(a) Implement the protocols for key insertion and key deletion. Plot the time (i.e. the number of 

steps) needed to perform these tasks against the size of the graph. 

 (b) Assume an arbitrary node as the hotspot and consider 10,000 accesses from randomly chosen 

nodes across the network. Compute the load distribution around a hotspot in the skip graph and 

verify if it agrees with the theoretical result. 

(c) Induce random failures, and study how searches are affected by such failures (i.e. find out 

what percentage of them are failed searches). Also, find out how many random failures are likely 

to partition the skip graph. 

 



Project 3: Chord using PeerSim 

 Use PeerSim to implement a Chord network with a key space of size n=2
16

, and place 

1024 nodes (machines) on the network.  Name each machine with a string of three randomly 

chosen alphabets ‘a’-‘z’. Name 256 objects each with a string of three randomly chosen hex digits 

(0-F) and place them on the different machines. Allow 2 log2n nodes for each node to support 

bidirectional routing.  Simulate the search object operation for 50 different accesses originating 

from random machines a few designated objects, and verify that the search indeed terminated at 

the host machine. Tabulate these operations and in each case, record the number of steps needed 

to perform the search. 

 

Simulate the addition and deletion operations of nodes. Run the stabilization protocol after every 

10 addition and deletion operations, and record partial snapshots to verify that the new nodes 

were indeed correctly added and the departing nodes were flushed out of the system. Write a 

report explaining how to use PeerSim, present your results, and analyze them. 

 

Project 4: P2P Network using JXTA 

Sun Microsystem’s Project JXTA vies to help create a common platform that makes it simple and 

easy to build a wide range of distributed services and applications where every participating 

device is addressable as a peer, and where peers can forward from one domain to another. The 

JXTA technologies enable developers to focus on their own application development while easily 

creating peer-to-peer distributed computing. Good starting points are (1) the Wikipedia page or 

the official page https://jxta.dev.java.net/ 

The JXTA protocols are defined as a set of XML messages that allow any device connected to a 

network to exchange messages and collaborate independently of the underlying network topology 

Explore JXTA to build a P2P network of your choice. Then implement a publish-subscribe 

protocol on it for book trading: Sellers will be able to post their books at their sites, and buyers 

willing to buy one of these books should be able to reach the sellers site. Study publish-subscribe 

algorithms, and pick an efficient one for implementation on the P2P network. 

 

Project 5: Experimenting with Churn tolerance 

Churn in a P2P system is a major problem that affects its performance. Two techniques for 

minimizing the effect of Churn are object replication (fairly well-known and easily understood) 



and randomized routing (needs to be studied, but think about what the motivation can be). You 

need to do the following:  

 

(1) Implement a Chord network with 1024 nodes (Feel free to use PeerSim or JXTA) that 

supports unidirectional routing. Store k copies of each object at various nodes (how will you 

figure out where to store the replicas?). Simulate an adversary (that can add or remove 

nodes/objects at specific rates) and implement the object search algorithm. Report if you noticed 

any improvement in the resilience (as measured by the number of failed searches) for different 

values of k 

 (2) Explore if the use of randomization will help in expediting search in a Chord network in 

presence of churn.  Suggest a possible scheme for adding randomization to the search or routing 

algorithm to guarantee better resilience. You have to simulate the role of an adversary to verify 

the success of your scheme. 

 

To figure out the resilience of the network, consider both adversarial churns and random churns. 

 

 Project 6: Verifying Kleinberg’s theory for Small World graphs 

Create small world graphs with n x n modes (10,000 " n " 100,000). Use Kleinberg’s model to 

generate the topology of the network: assume a two-dimensional lattice, each node is connected 

to its four neighbors, and there exists one long distance link connecting a remote neighbor. The 

probability that a long distance neighbor exists from u to v will be proportional to distance(u,v)
-r
 

 

(1) Let r = 0. Use a greedy algorithm to route a query to a (lattice) distance of at least 64 different 

randomly chosen nodes. Calculate how many steps it took in each case.  

(2) Repeat the experiment with r=2 

(3) Repeat the experiment with r=3 

 

Does your experiment support Kleinberg’s theory? 

 

 


